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Introduction 

A linear quadratic dynamic game is a type of game in which two or more players interact with each 

other over time, and each player's objective is to minimize a quadratic cost function that depends 

on their own actions and the actions of the other players (Lukes & Russell, 1971; Engwerda, 2005). 

This game has various applications in different fields, and their usefulness is still being explored, 

such as signal processing (Pachter & Pham, 2010), reinforcement learning (uz Zaman et al., 2023; 

Mazumdar et al., 2019), pricing mechanism (Ratliff et al., 2012), identification goal (Köpf, 2017), 

and partial state observations (Yu et al., 2022). 

Besides that, in the area of control sciences, the linear quadratic dynamic game is a 

fundamental concept in optimal control (Jank & Kun, 2002) and can be utilized as a risk-sensitive 

dynamic game formulation (Moon & Başar, 2017; Xu & Wu, 2023) or robust control (Musthofa et 

al, 2016; Van Den Broek, 2023), or it can be used as a standard for evaluating the performance of 

multi-agent reinforcement learning algorithms involving two agents competing in continuous state-

control environments  (Zhang, 2021). 
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The linear quadratic dynamic game for continuous time has been studied by Engwerda 

(2005), Delfour (2007), and Garcia et al. (2020). For the discrete-time horizon, the game has been 

studied by Xu & Mukaidani (2003), Pachter & Pham (2010), and Kebriaei & Iannelli (2017). The 

generalization of the game from nonsingular systems into singular (descriptor) systems has been 

reported by Musthofa et al. (2013) for open continuous-time games and by Musthofa et al. (2021) 

for discrete-time games. All of the mentioned works above use the type of two-person game. 

Unfortunately, the generalization of such games from two-person into multi-player games has been 

lacking until now. 

This paper aims to generalize the discrete-time linear quadratic dynamic game from a two-

person case into a multi-player case. The multi-player games can be used to study the behavior of 

agents in complex environments where the actions of one agent can affect the actions of other 

agents (Mahajan et al., 2022; Couto & Pal, 2023). The games can also be used to study the emergence 

of cooperation and competition among agents (Omidshafiei et al., 2020; Gokhale & Traulsen, 2014). 

In this paper, we will find the necessary and sufficient condition under which the generalized 

(multi-player) game has a feedback saddle-point equilibrium, using the results of the two-person 

game case. 

Method  

We solve the feedback saddle-point (FSP) equilibrium in the following step for the zero-sum 

discrete-time feedback linear quadratic dynamic game. First, we consider the game as a two-player 

case. We start our work by defining a cost function for both players. Next, we assume the actions 

given by both players are in a linear feedback control form. From this, we define the FSP equilibrium 

and follow by stating a theorem that characterizes the FSP equilibrium for the two-person dynamic 

game. Next, we generalize the two-person dynamic game by considering the game that involves n 

players. We named it the multi-player dynamic game. For this game, we also find the existence of 

an FSP solution. 

Results and Discussion 

In this paper, we consider a zero-sum discrete-time feedback linear quadratic dynamic game 

defined by the dynamical system 

                                𝑥(𝑘 + 1) = 𝐴𝑥(𝑘) + 𝐵1𝑢(𝑘) + 𝐵2𝑤(𝑘), 𝑥(1) = �̅�, 𝑘 ∈ [1, 𝐾],                                  (1) 

where x is the vector state of the system, and the matrices 𝐴 ∈ ℝ𝑛×𝑛, 𝐵𝑖 ∈ ℝ𝑛×𝑚𝑖 , 𝑖 = 1,2. An 

𝑚1 × 1 vector 𝑢 ∈ 𝒰 ⊂ ℝ𝑛×𝑚1 expresses the control variable for the system, where 𝒰 represents 

the collection of control functions that are locally square summable and result in a stable system. 

An 𝑚2 × 1 vector 𝑤 ∈ ℒ2[1, 𝐾] expressed the disturbance for the systems, where ℒ2[1, 𝐾] defines 

the set of all square summable functions on [1, 𝐾]. 

Relating to the dynamical system (1), we define a cost function for the first player (minimizer) 

𝐽𝛾(𝑢(𝑘), 𝑤(𝑘)) = ∑(𝑥𝑇(𝑘)𝑄𝑥(𝑘) + 𝑢𝑇(𝑘)𝑅1𝑢(𝑘) − 𝛾2𝑤𝑇(𝑘)𝑅2𝑤(𝑘))

𝐾

𝑘=1

 

                                                            +𝑥𝑇(𝐾 + 1)𝑄𝐾𝑥(𝐾 + 1)                                                                          (2) 

where 𝑄, 𝑄𝐾 ≥ 0, 𝑅𝑖 > 0, 𝑖 = 1,2. The parameter 𝛾 ∈ ℝ determines the weight or 

significance of the second player's action (maximizer/disturbance), whose cost function is 

−𝐽(𝑢(𝑘), 𝑤(𝑘)).  
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 Furthermore, in this paper, we set a feedback information structure as a type of information 

for the dynamic game (1,2). So, in this game framework, both players give their actions in a linear 

feedback control form  

                                           𝑢(𝑘) = 𝐹𝑢(𝑘)𝑥(𝑘) ∈ 𝒰 and 𝑤(𝑘) = 𝐹𝑤(𝑘)𝑥(𝑘) ∈ ℒ2[1, 𝐾].                           

(3) 

Finally, we define this paper's main object of study, the feedback saddle-point (FSP) 

equilibrium (Engwerda, 2005). 

Definition 1. The pair (𝑢∗(𝑘), 𝑤∗(𝑘)) is an FSP equilibrium for the differential game (1,2) if 

for every ((𝑢∗(𝑘), 𝑤(𝑘)), 𝑢(𝑘), 𝑤∗(𝑘))), the following inequality holds 

                                             𝐽𝛾(𝑢∗(𝑘), 𝑤(𝑘)) ≤ 𝐽𝛾(𝑢∗(𝑘), 𝑤∗(𝑘)) ≤ 𝐽𝛾(𝑢(𝑘), 𝑤∗(𝑘)).                               

(4)             

Then, the addressed problem in this paper is to find the FSP solution for the dynamic game 

(1,2) under the feedback information structure. 

Two Players Case 

To find the FSP equilibrium for the dynamic game (1,2), we need to state Theorem 2.4 

(Basar & Bernhard, 2008), which states the FSP solution for the discrete-time dynamic game. The 

theorem is as follows. 

Theorem 1. Consider the zero-sum discrete dynamic game 

                                                  𝑥(𝑘 + 1) = 𝑓(𝑥(𝑘), 𝑢(𝑘), 𝑤(𝑘)), 𝑘 ∈ [1, 𝐾],                                                (5) 

with the finite-horizon cost function is given by 

                                                  𝐽(𝑢, 𝑤) = ∑ 𝑔(𝑥(𝑘 + 1), 𝑢(𝑘), 𝑤(𝑘), 𝑥(𝑘))

𝐾

𝑘=1

,                                             (6)     

and the Isaacs equation in discrete-time 

𝑉𝑘(𝑥) = min
𝑢∈𝑈𝑠

max
𝑤∈𝐿2[1,𝐾]

[𝑔(𝑥(𝑘 + 1), 𝑢(𝑘), 𝑤(𝑘), 𝑥(𝑘)) + 𝑉𝑘+1𝑓(𝑥(𝑘), 𝑢(𝑘), 𝑤(𝑘))] 

                           = max
𝑤∈𝐿2[1,𝐾]

min
𝑢∈𝑈𝑠

[𝑔(𝑥(𝑘 + 1), 𝑢(𝑘), 𝑤(𝑘), 𝑥(𝑘)) + 𝑉𝑘+1𝑓(𝑥(𝑘), 𝑢(𝑘), 𝑤(𝑘))] 

                           = 𝑔(𝑓(𝑥(𝑘), 𝑢(𝑘), 𝑤(𝑘)), 𝑢∗(𝑘), 𝑤∗(𝑘), 𝑥(𝑘)) + 𝑉𝑘+1𝑓(𝑥(𝑘), 𝑢∗(𝑘), 𝑤∗(𝑘)) , 

           𝑉𝐾+1(𝑥) = 0.                                                                                                                                              (7) 

Let there exist a function 𝑉𝑘(∙), 𝑘 ≥ 1, and two policies 𝑢 ∈ 𝒰, 𝑤 ∈ ℒ2[1, 𝐾] generated by (7). Then, 

the pair (𝑢∗(𝑘), 𝑤∗(𝑘)) provides a saddle-point for the zero-sum discrete dynamic game (5,6), with 

the value of the saddle-point is given by 𝑉1(𝑥(1)). 

Using the above theorem, we arrive at a theorem that characterizes the FSP equilibrium for 

the dynamic game (1,2). 

Theorem 2. Consider a fixed 𝛾 > 0 and the two-person zero-sum dynamic game with closed-

loop perfect-state (CLPS) information pattern (1,2). Then, 

1. There exists a unique feedback saddle-point (FSP) solution if 
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                                                𝛩 ≔ 𝛾2𝑅2 − 𝐵2
𝑇𝑀(𝑘 + 1)𝐵2 > 0, 𝑘 ∈ [1, 𝐾],                                               (8) 

where the sequence of nonnegative definite matrices 𝑀(𝑘 + 1), 𝑘 ∈ [1, 𝐾], is generated by 

                                            𝑀(𝑘) = 𝑄 + 𝐴𝑇𝑀(𝑘 + 1)𝛬−1𝐴, 𝑀(𝑘 + 1) = 𝑄𝐾 ,                                           (9) 

where  

                                           𝛬(𝑘) ≔ 𝐼 + (𝐵1𝑅1
−1𝐵1

𝑇 − 𝛾−2𝐵2𝑅2
−1𝐵2

𝑇)𝑀(𝑘 + 1).                                        (10) 

2. Under condition (8), the matrices 𝛬(𝑘), 𝑘 ∈ [1, 𝐾] are invertible, and the unique feedback 

saddle-point (FSP) equilibrium is 

                                                        𝑢∗(𝑘) = −𝑅1
−1𝐵1

𝑇𝑀(𝑘 + 1)𝛬−1(𝑘)𝐴𝑥(𝑘),                                        (11) 

                                                       𝑤∗(𝑘) = 𝛾−2𝑅2
−1𝐵2

𝑇𝑀(𝑘 + 1)𝛬−1(𝑘)𝐴𝑥(𝑘).                                    (12) 

3. If the matrix (8) possesses a negative eigenvalue for some  𝑘 ∈ [1, 𝐾], the game does not 

possess a saddle-point under the (CLPS) information structure, and its upper value becomes 

unbounded. 

Proof of Theorem 2. Parts 1. and 2. of Theorem 2 follow from Theorem 1 by showing that 

the unique feedback saddle-point (FSP) equilibrium (11,12) uniquely solves the equation (7) for 

the dynamic game (5,6). In this case, the corresponding value function being 

𝑉𝑘(𝑥) = 𝑥𝑇𝑀(𝑘 + 1)𝑥,   𝑘 ∈ [1, 𝐾]. 

Using this result, it follows that for each 𝑘 ∈ [1, 𝐾] in the two-person zero-sum dynamic game 

(1,2), the existence of unique (FSP) equilibrium for the corresponding static game is ensured by the 

positive definiteness of the matrix in (8). Furthermore, using some matrix manipulations (see, e.g., 

Basar & Olsder, 1998) shows that the positive definiteness of (8) implies the invertibility of (10). 

Then, the consequence of this is f there exists a value 𝑘 ∈ [1, 𝐾] such that equation (8) has a negative 

eigenvalue, then the related static game does not possess a saddle-point and its upper value 

becomes unbounded. This proves part 3.                                                                                                                                □ 

Multi-Player Case 

In this section, we generalize the dynamic game (1,2) by considering that there exist n players in 

this game. In this game setting, we consider the following model 

                             𝑥(𝑘 + 1) = 𝐴𝑥(𝑘) + ∑ 𝐵𝑢𝑖𝑢𝑖(𝑘) + 𝐵𝑤𝑤(𝑘)𝑁
𝑖=1 ,  𝑥(1) = �̅�,  𝑘 ∈ [1, 𝐾],                (13) 

with cost functions 

            𝐽𝛾𝑖
(𝑢𝑖(𝑘), 𝑤(𝑘)) ≔ ∑ (𝑥𝑇(𝑘)𝑄𝑖𝑥(𝑘) + ∑ 𝑢𝐽

𝑇(𝑘)𝑅𝑖𝑗𝑢𝑗

𝐾

𝑗=1

− 𝛾𝑖
2𝑤𝑇(𝑘)𝑅𝑤𝑤(𝑘))

𝐾

𝑘=1

            (14)  

                                                      +𝑥𝑇(𝐾 + 1)𝑄𝑖𝐾𝑥(𝐾 + 1), 

where 𝑄𝑖 ≥ 0, 𝑄𝑖𝐾 ≥ 0, 𝑅𝑖𝑗 ≥ 0, 𝑅𝑖𝑖 > 0, and 𝑅𝑤 > 0. 

The following theorem states the existence and characterization of the multi-player game.  

Theorem 3. Consider the set of coupled equations 
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𝑀𝑖(𝑘) = 𝑄𝑖 + ∑ 𝐹𝑗
𝑇(𝑘)𝑅𝑖𝑗𝐹𝑗(𝑘)

𝑁

𝑗≠𝑖

+ (𝐴 + ∑ 𝐵𝑗𝐹𝐽 (𝑘)

𝑁

𝑗≠𝑖

)

𝑇

𝑀𝑖(𝑘 + 1)Λ𝑖
−1(𝑘) (𝐴 + ∑ 𝐵𝑗𝐹𝐽 (𝑘)

𝑁

𝑗≠𝑖

) 

                                                           𝑀𝑖(𝐾 + 1) = 𝑄𝑖𝐾; 𝑖 = 1,2, … , 𝑁,                                                       (15)                                            

where 

                                        Λ𝑖(𝑘) ≔ 𝐼 + (𝐵𝑖𝑅𝑖𝑖
−1𝐵𝑖

𝑇 − 𝛾𝑖
−2𝐵𝑤𝑅𝑤

−1𝐵𝑤
𝑇 )𝑀𝑖(𝑘 + 1),                                    (16) 

and 

                                                     [
𝐹1(𝑘)

⋮
𝐹𝑁(𝑘)

] : = −𝐺−1(𝑘) [
𝑍1(𝑘 + 1)

⋮
𝑍𝑁(𝑘 + 1)

] 𝐴.                                                     (17) 

Here, with 𝑍𝑖(𝑘 + 1) ≔ 𝑅𝑖𝑖
−1𝐵𝑖

𝑇𝑀𝑖(𝑘 + 1)Λ𝑖
−1(𝑘), 

                   𝐺(𝑘) ≔ [
𝐼
⋮

𝑍𝑁(𝑘 + 1)𝐵1

𝑍1(𝑘 + 1)𝐵2 ⋯ 𝑍1(𝑘 + 1)𝐵𝑁

⋮ ⋱ ⋮
… 𝑍𝑁(𝑘 + 1)𝐵𝑁−1 𝐼

] .                     

Then,  

1. For all players, there exists a unique feedback saddle-point solution if 

a. 𝛩𝑖(𝑘) ≔ 𝛾𝑖
2𝑅𝑤 − 𝐵𝑤

𝑇 𝑀𝑖(𝑘 + 1)𝐵𝑤 > 0, ,  𝑘 ∈ [1, 𝐾], 𝑖 = 1, … , 𝑁;                       (18)           

and 

b. 𝐺(𝑘) is invertible, ,  𝑘 ∈ [1, 𝐾];                                                                                      (19) 

where the sequence of nonnegative definite matrices 𝑀𝑖(𝑘 + 1), 𝑘 ∈ [1, 𝐾], is generated by 

(15). 

2. Under conditions (18,19), the matrices 𝛬𝑖(𝑘), 𝑘 ∈ [1, 𝐾], are invertible, and the unique 

feedback saddle-point policies are 

                      𝑢𝑖
∗(𝑘) = −𝑅𝑖𝑖

−1𝐵𝑖
𝑇𝑀𝑖(𝑘 + 1)𝛬𝑖

−1(𝑘) (𝐴 + ∑ 𝐵𝑗𝐹𝑗(𝑘)

𝑁

𝑗≠𝑖

) 𝑥(𝑘)                 (20) 

where the worst-case control for player i that can occur is 

                𝑤𝑖
∗(𝑘) = −𝛾𝑖

−2𝑅𝑤
−1𝐵𝑤

𝑇 𝑀𝑖(𝑘 + 1)𝛬𝑖
−1(𝑘) (𝐴 + ∑ 𝐵𝑗𝐹𝑗(𝑘)

𝑁

𝑗≠𝑖

) 𝑥(𝑘).            (21) 

3. If for some i, the matrix (18) has a negative eigenvalue for some 𝑘 ∈ [1, 𝐾], then the game does 

not admit a saddle-point for player i under the (CLPS) information structure, and its upper 

value becomes unbounded. 

Proof of Theorem 3. Assuming all players use a state feedback control 𝑢𝑖(𝑘) = 𝐹𝑖(𝑘)𝑥(𝑘). Player i 

is confronted with the optimization problem to minimize 
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𝐽𝛾𝑖
(𝑢𝑖(𝑘), 𝑤(𝑘)) ≔ ∑ (𝑥𝑇(𝑘) [𝑄𝑖 + ∑ 𝐹𝑗

𝑇(𝑘)𝑅𝑖𝑗𝐹𝑗

𝑁

𝑗≠𝑖

] 𝑥(𝑘) + 𝑢𝑖
𝑇(𝑘)𝑅𝑖𝑖𝑢𝑖(𝑘) − 𝛾𝑖

2𝑤𝑇(𝑘)𝑅𝑤𝑤(𝑘))

𝐾

𝑘=1

 

                                     +𝑥𝑇(𝐾 + 1)𝑄𝑖𝐾𝑥(𝐾 + 1), 

subject to  

𝑥(𝑘 + 1) = [𝐴 + ∑ 𝐵𝑗𝐹𝑗(𝑘)

𝑁

𝑗≠𝑖

] 𝑥(𝑘) + 𝐵𝑖𝑢𝑖(𝑘) + 𝐵𝑤𝑤(𝑘), 𝑥(1) = �̅�, 𝑘 ∈ [1, 𝐾]. 

By Theorem 2 this problem has a solution 

𝑢𝑖(𝑘) = −𝑅𝑖𝑖
−1𝐵𝑖

𝑇𝑀𝑖(𝑘 + 1)Λ𝑖
−1(𝑘) (𝐴 + ∑ 𝐵𝑗𝐹𝑗(𝑘)

𝑁

𝑗≠𝑖

) 𝑥(𝑘), 

where  

𝑀𝑖(𝑘) = 𝑄𝑖 + ∑ 𝐹𝑗
𝑇(𝑘)𝑅𝑖𝑗𝐹𝑗(𝑘)

𝑁

𝑗≠𝑖

+ (𝐴 + ∑ 𝐵𝑗𝐹𝐽 (𝑘)

𝑁

𝑗≠𝑖

)

𝑇

𝑀𝑖(𝑘 + 1)Λ𝑖
−1(𝑘) (𝐴 + ∑ 𝐵𝑗𝐹𝐽 (𝑘)

𝑁

𝑗≠𝑖

) 

𝑀𝑖(𝐾 + 1) = 𝑄𝑖𝐾   

Provided 

Λ𝑖(𝑘) ≔ 𝐼 + (𝐵𝑖𝑅𝑖𝑖
−1𝐵𝑖

𝑇 − 𝛾𝑖
−2𝐵𝑤𝑅𝑤

−1𝐵𝑤
𝑇 )𝑀𝑖(𝑘 + 1) 

is invertible and the set of equations 

                                     𝐹𝑖(𝑘) = −𝑅𝑖𝑖
−1𝐵𝑖

𝑇𝑀𝑖(𝑘 + 1)Λ𝑖
−1(𝑘) (𝐴 + ∑ 𝐵𝑗𝐹𝑗(𝑘)

𝑁

𝑗≠𝑖

)                           (22) 

has a solution (𝐹1, … 𝐹𝑁). 

Notice (22) can be rewritten with 𝑍𝑖(𝑘 + 1) ≔ 𝑅𝑖𝑖
−1𝐵𝑖

𝑇𝑀𝑖(𝑘 + 1)Λ𝑖
−1(𝑘) as 

𝐺(𝑘) [
𝐹1(𝑘)

⋮
𝐹𝑁(𝑘)

] = − [
𝑍1(𝑘 + 1)𝐴

⋮
𝑍𝑁(𝑘 + 1)𝐴

]. So, (𝐹1(𝑘), … 𝐹𝑁(𝑘)) is uniquely determined if 𝐺(𝑘) is 

invertible. Furthermore, from Theorem 2item 1, it follows that Λ𝑖(𝑘) is invertible if (19) applies.                      

□ 

Remarks 1. The solution presented in Theorem 3 can be calculated recursively backward in 

time. By first calculating 𝑀𝑖(𝑘 + 1), 𝑖 = 1,2, . . , 𝑁 in (15), next calculating Λ𝑖(𝑘), 𝑖 = 1,2, … , 𝑁 in (16), 

followed by the calculation of  𝑍𝑖(𝑘 + 1), 𝑖 = 1,2, … , 𝑁, and next 𝐺(𝑘). Finally, 𝐹𝑖(𝑘), 𝑖 = 1,2, … , 𝑁 

can then be determined from (17), and this sequentially for 𝑘 = 𝑁, 𝑁 − 1, … ,1. 

Conclusion 

This paper considered the zero-sum discrete-time feedback linear quadratic dynamic game. We 

have characterized the necessary and sufficient conditions under which the game has a feedback 

saddle-point solution. We solve the problem assuming feedback information structure. Here, we 

have shown the critical role played by the matrices (8) for the two-player games and (18,19) for the 
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multi-player games to guarantee the existence of feedback saddle-point solutions for games.  

The information structure of the game addressed in this paper is restricted to feedback 

information structure. To find an FSP equilibrium in a linear quadratic dynamic game for another 

information structure such as open-loop, sampled-data, and delayed-state is still an open problem 

to be analyzed for future research. 
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