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Abstract

Currently, Telegram is an instant messaging application that is often used by the Indonesian people as a means of long-distance communication with other users. Telegram also has good security features to protect all data from its users. However, Telegram has a positive impact on its users. This security feature can be used by several people to protect against digital crimes, especially cases of sexual harassment. To overcome the existing crimes, analysis, and forensic methods are needed to help solve crimes. This research is guided by the investigation process using the National Institute Of Justice (NIJ) method and the Naïve Bayes method to classify the conversations found. It can be concluded that MOBILedit Forensic Express has a poor performance in finding digital evidence in the Telegram application and FTK Imager is very good at finding digital evidence in the Telegram application. In this research, the classification process using the Naïve Bayes method has been able to classify conversations that contain sexual harassment or not. Evaluation of the classification method uses a confusion matrix to determine the best classification model.
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INTRODUCTION

Based on a report in January 2021 announced by Hootsuite and We are social, internet users in Indonesia reached 73% or 203 million people out of 275 million population in Indonesia. In this case, leading companies compete to create applications that use internet media to connect them. Chat or instant messaging applications are the main targets of the company. At this time Telegram application has become an instant messaging application that is often used by the people of Indonesia as a means of long-distance communication with other users [1][2][3][19/24 1:09:00 AM.

In addition to having a function as a means of remote communication, the Telegram application also has good security features to protect all data from Telegram application users. The Telegram application does not store device or user information locally, but Telegram stores it in the device database or the cloud. That way, Telegram has a positive impact on its users. On the other hand, this security also hurts its users. With this feature, user data can be used by several people to protect when a digital crime occurs. Digital crimes that can be found through this application such as online sexual harassment, cyberbullying, and hate speech [3][4][5][6][7]. Sexual harassment is still common in society and harms the victims. The impact felt by victims of sexual harassment crimes by the people around them will traumatize them psychologically and hurt the formation of their personalities. Sexual harassment can be in the form of sexual content, making jokes that lead to sexuality and insults to someone's body parts, and making physical
contact by touching or the like [8]. Of course, the crime of sexual harassment has digital evidence as investigative material used during the court process. The biggest problem in obtaining digital evidence is that criminals hide or delete digital evidence on smartphones to eliminate traces of the perpetrator's evidence [9]. Given these problems, in overcoming existing crimes, analysis and forensic methods are needed to assist the investigation process in finding deleted or deleted digital evidence so that it can be used during court proceedings and is valid in legal fatwas [3].

Several studies have been conducted regarding the retrieval of digital forensic evidence. The first research was conducted by [10] with the research title "Analysis of Digital Evidence for Facebook Messenger Applications on Android Smartphones Using the NIJ Method", using the NIJ method the study obtained the percentage of digital evidence using the MOBILedit Forensic application 100% accounts, 55% chat, and 86% images. AXIOM magnets generate 100% account percentage, 55% chat, and 86% images. And the Oxygen Forensic app generates 100% percentage for accounts, 5% chat, and 86% pictures. Previous studies only carried out the acquisition or removal of digital evidence, therefore in this study, a classification model is needed to make it easier to categorize conversations including sexual harassment or not. Modeling carried out in the form of classification can assist investigators in detecting the quality of conversations so that they can speed up the investigation process. A related study was conducted by [8] entitled "analysis of sexual harassment tweet sentiment on Twitter in Indonesia using nave Bayes method through the national institute of standard and technology digital forensic acquisition approach", the study used the Naïve Bayes method because it produced a sentiment classification model that valid and better overall test scores compared to other classification methods. The Naïve Bayes method gets 83% accuracy, 57% precision, and 25% recall. The contribution of the research assists interested parties to uncover crimes in sexual harassment cases by obtaining accurate digital evidence.

METHODS

The process of searching for digital evidence has been carried out to obtain digital evidence that has been lost or hidden. The research carried out the process of searching for digital evidence using forensic tools, especially MOBILedit Forensic Express and FTK Imager which functioned to find digital evidence and further analysis will be carried out regarding acts of sexual harassment.

2.1. National Institute Of Justice (NIJ)

National Institute Of Justice (NIJ) is a method that describes the stages of conducting forensic analysis. That way, the research flow can be known research flow so that it can be used as a reference in solving existing cases. Conducting a forensic analysis based on the right research flow the possibility of having a high success rate. The stages of the NIJ method can be seen in Figure 1.

![Figure 1. Stages of the National Institute Of Justice Method](image)

NIJ method has 5 stages among them the Identification stage, which sorts out evidence, the Collection stage collects physical evidence, supporting data, and documentation of physical evidence, the Examination stage conducts data inspection, the Analysis stage performs analysis using legally justified methods, and the reporting stage. Reporting the results of the analysis that has been carried out [11]. Simulation scenarios must be carried out to obtain digital evidence in the forensic process. The simulation was carried out by the perpetrator and the victim as shown in Figure 2. The perpetrator initially sent a normal conversation and continued with a conversation containing sexual...
harassment content. After physical evidence is obtained, the victim's and perpetrator's smartphones will be acquired for the forensic investigation stage.

**Figure 2. Investigation System**

Figure 3 below also explains the design of the system built. The system built in this research is a system for classifying conversational text carried out by investigators or investigators. Classification is done to make it easier for investigators to categorize a text conversation that is used as digital evidence in a digital crime case. The system has several processes, namely the collection of conversational text data obtained through a forensic process using several forensic tools. The next process is the manual labeling of positive and negative conversation categories. The requirement for labeling positive data is if there are words containing sexual harassment. Data is labeled negatively if there are no words containing sexual harassment. The next process is pre-processing the dataset.

**Figure 3. Design System**

This stage includes case folding, tokenizing, stopword removal, stemming. After pre-processing the dataset, the system then performs TF calculations that calculate the probability of each conversation so that it can be input for calculations into Naïve Bayes. The TF value can be used as a method calculation and produce categories in each training and testing data. Training data and testing data are classified after obtaining their respective values in the previous process and become a reference for classification results in the system. In this system, training data and testing data are randomly randomized by the system with a ratio of 50:50.

2.2 Dataset
Conversation data amounted to 80 conversations and The data was obtained from the forensic process. From this data, manual labeling was carried out with 2 classification divisions, in case 1...
40 positive conversations, and 40 negative conversations, while in case 2 there were 30 positive and 15 negative classifications.

After the conversation data is manually labeled, the next step is to do text preprocessing. Text Preprocessing is the process of converting unstructured textual data into structured data according to the needs of other Text Mining processes [12]. In this case, preprocessing is useful for shortening conversation sentences by getting important words to simplify and speed up the process of identifying cases of sexual harassment. The preprocessing stages can be seen in Figure 4.

![Figure 4. Preprocessing Stage](image)

Figure 3 is the flow of the preprocessing stage which consists of 4 stages. The first stage is case folding, changing all words that use capital letters to lowercase, the tokenizing stage is splitting the character sequence into several parts (words or phrases) called tokens, the stopword removal stage is removing unnecessary words, the stemming stage is making word changes be the root word [13].

2.3. Term Frequency

Term Frequency (TF) itself is the frequency of each word that appears in the document [14]. The important frequency of occurrence of a word in a document is very influential in showing how common that word [15]. TF is symbolized by \(tf_{(t,d)}\) which states the number of occurrences of data in each document d. Here is the TF equation.

\[
TF_{td} = f_{(t,d)}
\] (1)

2.4. Naïve Bayes Classification

Naïve Bayes Classification (NBC) is a classification algorithm based on Bayes principle. In classifying Naïve Bayes, including the best method in the process of sentiment analysis. Naïve Bayes applies statistical functions by assuming that certain features are not related to other features. Naïve Bayes has the advantage that it is a simple algorithm but has high accuracy. This method is a classification method by calculating the probability [15]. The probability P calculation can be applied to Equation 2:

\[
P(H|X) = \frac{P(H|X)P(H)}{P(X)}
\] (2)
Description:

\( P(H|X) = \text{Probability of hypothesis H based on condition X} \)

\( X = \text{Represents training data with known class (label)} \)

\( H = \text{Data dengan kelas (label)} \)

\( P(H) = \text{Probability of hypothesis X} \)

\( P(X) = \text{Probability of X observed} \)

\( P(H|X) = \text{Probability X based on condition H} \)

In the NBC algorithm, each document is characterized by attribute pairs "x1, x2, x3,...,xn" where a1 is the first word, a2 is the second word, and so on, and V is the set of categories [10]. In the classification process, this algorithm looks for the highest probability value from all categories tested (Vmap). To find the highest probability value can use Equation 3.

\[
V_{MAP} = \arg \max_{v \in V} \prod_{i=1}^{n} P(x_i|v_j)P(v_j)
\]  

(3)

Description:

\( V_j = \text{Conversation category} \)

\( P(X_i|V_j) = \text{Probability of occurrence of Xi in category Vj} \)

\( P(V_j) = \text{Probability of occurrence of documents that have category j} \)

Further, calculating the probability of each class j can be formulated as follows:

\[
P(V_j) = \frac{|\text{docs}_j|}{|\text{data training}|}
\]  

(4)

Description:

\( P(V_j) = \text{Probability of occurrence of documents in category j} \)

\( |\text{docs}_j| = \text{Number of documents in each category j} \)

\( |\text{data training}| = \text{Number of documents in all categories} \)

And lastly, calculate the probability of the word xi on the testing data against the test data for each class j, by:

\[
P(X_i|V_j) = \frac{n_k + 1}{n + |\text{vocab}|}
\]  

(5)

Description:

\( P(X_i|V_j) = \text{Probability of occurrence of Xi in category Vj} \)

\( n_k = \text{Number of occurrences of each term} \)

\( n = \text{Number of occurrences of each term in each category} \)

\( |\text{vocab}| = \text{Sum of all terms from all categories} \)

2.5 Confusion Matrix

A confusion Matrix is a technique for measuring model performance. The Confusion Matrix table shows the results of the classification of true test data and false test data [16]. Calculating the classification performance requires several parameters, namely accuracy, precision, and recall. Accuracy is the ratio of the correctly estimated performance of the total observations. To calculate the accuracy formulated in Equation 6.

\[
\text{accuracy} = \frac{TP + TN}{TP + TN + FP + FN}
\]  

(6)

Precision is the ratio of correctly estimated positive observations to the total predicted positive observations. To calculate the precision formulated in Equation 7.

\[
\text{precision} = \frac{TP}{TP + FP}
\]  

(7)
For recall, it can be said that sensitivity is the number of positive observations that are correctly estimated for all observations in the actual class. To calculate the recall value can use Equation 8.

$$recall = \frac{TP}{TP + FN}$$

RESULT AND DISCUSSIONS

At this stage, a summary of the smartphone used and the forensic process carried out as well as a comparison of the forensic tools used is carried out. The smartphone information used will be reported as physical evidence in the form of 2 units of Android-based smartphones. The application that is analyzed for digital evidence is Telegram Messenger which is installed on each smartphone. In the case simulation, data is created in the case with 80 conversations and 1 picture.

The analysis process using FTK Imager is carried out by reading or extracting image files that have been obtained from the physical image creation process in the previous stage. Figure 5 is the process of adding evidence or extracting the image file obtained in the previous stage.

Figure 5 is the result of searching for digital evidence of conversations conducted on Telegram Messenger. At this stage, FTK Imager can find evidence of 80 conversations between perpetrators and victims as the result of searching for digital evidence of conversations conducted on Telegram Messenger. At this stage, FTK Imager can find evidence of 45 conversations between perpetrators and victims.

At this stage, data processing will be carried out using the National Institute of Justice (NIJ) method to obtain digital evidence and the Naïve Bayes method to classify the conversation data of perpetrators and victims whether included in sexual harassment or not. At the beginning of data processing, problem identification is carried out, collecting all information and analyzing the needs of systems and devices needed in the investigation process. The first change occurs at the time of collecting the data, after which the data is examined, and extracted so that the format can be processed by forensic tools. Furthermore, the data that has been obtained is classified to be good information. Ultimately, the data becomes evidence of analogy with applying knowledge into action through information generated by analysis and classification in one or several ways during the reporting phase.
The procedure for examining the evidence found is as follows:
1. The signal is removed by activating airplane mode on smartphones 1 and smartphones 2.
2. The cloning process or creating a physical image is carried out with the MOBILedit Forensic Express application which is connected to an Acer e5-475G brand laptop, Windows 10 64-bit OS, and 500GB storage capacity.
3. Extraction and analysis of digital evidence are carried out by the MOBILedit Forensic Express and FTK Imager applications. The results of the examination are as follows:
   a. On a smartphone that has been rooted, it is found that the application used is Telegram Messenger, while on a smartphone that has not been rooted, the application users cannot be found.
   b. The analysis carried out found evidence of chat and images.
   c. Forensic tools in the form of software used in the digital evidence retrieval process consist of 2 types with various features and capabilities.

The document will be uploaded to the system to find out sexual harassment content with positive labels that include sexual harassment and negative labels that do not include sexual harassment. The next step will be preprocessing the data before identifying sexual harassment using the Naïve Bayes method. The results of preprocessing can be seen in Table 4. The results of preprocessing are then identified by the Naïve Bayes method so that the TF value is obtained as shown in Table 1.

**Table 1.** Case Conversation Preprocessing

<table>
<thead>
<tr>
<th>Conversation</th>
<th>Preprocessing</th>
</tr>
</thead>
<tbody>
<tr>
<td>bayangin aku lagi ngewe kamu, kamu pasti suka juga</td>
<td>['bayangin', 'ngewe', 'kamu', 'suka']</td>
</tr>
<tr>
<td>aku normal lah, buktinya aku serius pingin bercinta sama kamu</td>
<td>['normal', 'lah', 'bukti', 'serius', 'pingin', 'cinta']</td>
</tr>
<tr>
<td>kamu masih perawan?</td>
<td>['perawan']</td>
</tr>
<tr>
<td>udah selesai pertemuan nya?</td>
<td>['udah', 'selesai', 'temu', 'nya']</td>
</tr>
<tr>
<td>aku pingin liat payudaramu, pantatmu, liat semuanya</td>
<td>['pingin', 'liat', 'payudara', 'pantat', 'liat']</td>
</tr>
<tr>
<td>Aneh</td>
<td>['aneh']</td>
</tr>
<tr>
<td>udah cantik, seksi lagi</td>
<td>['udah', 'cantik', 'seksi']</td>
</tr>
<tr>
<td>cabul gila</td>
<td>['cabul', 'gila']</td>
</tr>
<tr>
<td>loh kok sudahan sih puput yang seksi</td>
<td>['loh', 'sudah', 'sih', 'puput', 'seksi']</td>
</tr>
<tr>
<td>Cium dulu dong</td>
<td>['cium']</td>
</tr>
</tbody>
</table>

The TF that has been obtained in the conversation will be written in Table 1 and Table 2 in the term column using formula (1). TF results will be used to calculate the maximum value of class probability to determine positive and negative classes in each conversation using the formula (3).

**Table 2.** TF Case Conversation

<table>
<thead>
<tr>
<th>Term</th>
<th>TF</th>
</tr>
</thead>
<tbody>
<tr>
<td>Aja</td>
<td>4</td>
</tr>
<tr>
<td>Aneh</td>
<td>1</td>
</tr>
<tr>
<td>Apa</td>
<td>1</td>
</tr>
<tr>
<td>Ayo</td>
<td>1</td>
</tr>
<tr>
<td>banget</td>
<td>5</td>
</tr>
<tr>
<td>bareng</td>
<td>1</td>
</tr>
<tr>
<td>bayangin</td>
<td>1</td>
</tr>
<tr>
<td>beneran</td>
<td>1</td>
</tr>
<tr>
<td>bentar</td>
<td>1</td>
</tr>
<tr>
<td>berangkat</td>
<td>2</td>
</tr>
</tbody>
</table>
Table 3 shows the probability generated by the system which is calculated using formula (3). For results that have a high probability value in all test classes, the conversational dataset will be classified as that class.

<table>
<thead>
<tr>
<th>Conversation</th>
<th>Positif</th>
<th>Negatives</th>
</tr>
</thead>
<tbody>
<tr>
<td>bayangin ngewe kamu suka</td>
<td>0.46687613218611584</td>
<td>0.5331238678138839</td>
</tr>
<tr>
<td>normal lah bukti serius pingin cinta</td>
<td>0.5888741233672548</td>
<td>0.41112587663274547</td>
</tr>
<tr>
<td>perawan</td>
<td>0.4749999999999999</td>
<td>0.525</td>
</tr>
<tr>
<td>selesai temu</td>
<td>0.26253518138563103</td>
<td>0.7374648186143685</td>
</tr>
<tr>
<td>pingin liat payudara pantat liat</td>
<td>0.5728245732652713</td>
<td>0.42717542673472864</td>
</tr>
<tr>
<td>aneh</td>
<td>0.4749999999999999</td>
<td>0.525</td>
</tr>
<tr>
<td>udah cantik seks</td>
<td>0.4179290683196437</td>
<td>0.5820709316803566</td>
</tr>
<tr>
<td>cabul gila</td>
<td>0.6679753840808182</td>
<td>0.33202461591918186</td>
</tr>
<tr>
<td>loh sudah sih puput seksi</td>
<td>0.5061002894875762</td>
<td>0.49389971051242415</td>
</tr>
<tr>
<td>cium</td>
<td>0.4749999999999999</td>
<td>0.525</td>
</tr>
</tbody>
</table>

Figure 6 shows the test results on the classification of the Naïve Bayes algorithm in case 1 using 50 percent of the training data and 50 percent of random testing data getting an accuracy value of 85 percent, a precision value getting value of 85.7 percent, and a recall value getting a value of 85.7 percent. This is because of the number of complete sentences in each conversation that is tested, the possibility of accuracy can be increased by completing sentences in each conversation. The completeness of the sentence here is like every sentence has a subject, predicate, and object.

The results of digital forensic analysis obtained in case concluded that the MOBILedit Forensic Express application could not find digital evidence on both smartphones, this was because MOBILedit Forensic Express could not extract files from Telegram Messenger. However, in making or doing the imaging process MOBILedit Forensic Express is very good and easy to do, but the condition for the imaging process is that the smartphone must be in a rooted condition. As for the performance of FTK Imager, it is very good at finding digital evidence only on smartphone 1, this is because smartphone 2 has not been rooted and cannot create imaging files so it cannot search for digital evidence.

The total dataset used in testing the classification accuracy regarding the performance of the Naïve Bayes method on conversational classification contains 80 sentences of sexual harassment context in cases Manual labeling is done by means the data will be given a positive label if, in the conversation sentence, there are words that contain sexual harassment. If the data does not contain the word sexual harassment, then the sentence will be given a negative label. After testing in the case, the results of the highest accuracy, precision, and recall were obtained in the case, this was
because the distribution of training data and testing data was carried out randomly. From the results of the comparison of the data between the label and the prediction results, the data will be true if the prediction results have the same results as the label.

The results of the classification accuracy test produced in the case using 50 percent training data and random testing data are 85%, Precision 85.7%, and Recall 85.7%. This shows that the completeness of the pattern in the sentences affects the results of the classification and testing of each sentence. The results of the comparison of data between the label and the prediction result, then the data will be true if the prediction result has the same result as the label.

CONCLUSIONS

Based on the analysis, design, and testing conducted, the following conclusions are evident:

1. Rooted smartphones possess broader data access compared to non-rooted ones during data acquisition;
2. MOBILedit Forensic Express application showed 0% performance in data recovery on both smartphones 1 and 2, while FTK Imager exhibited 100% performance; and
3. The Naïve Bayes algorithm proved effective in classifying conversations into positive and negative categories regarding sexual harassment.
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