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Abstract 

 

This study presents the ABC K Means GenData algorithm, an enhancement over traditional K Means 

clustering that integrates the Artificial Bee Colony (ABC) optimization approach. The ABC K Means 

GenData algorithm addresses the issue of local optima commonly encountered in standard K Means 

algorithms, offering improved exploration and exploitation strategies. By utilizing the dynamic roles of 

employed, onlooker, and scout bees, this approach effectively navigates the clustering space for categorical 

data. Performance evaluations across several datasets demonstrate the algorithm's superiority. For the 

Zoo dataset, ABC K Means GenData achieved high Accuracy (0.8399), Precision (0.8089), and Recall 

(0.7286), with consistent performance compared to K Means and Fuzzy K Means. Similar results were 

observed for the Breast Cancer dataset, where it matched the Accuracy and Precision of K Means and 

surpassed Fuzzy K Means in Precision and Recall. In the Soybean dataset, the algorithm also performed 

excellently, showing top scores in Accuracy, Precision, Recall, and Rand Index (RI), outperforming both K 

Means and Fuzzy K Means.. The comprehensive results indicate that ABC K Means GenData excels in 

clustering categorical data, providing robust and reliable performance. Future research will explore its 

application to mixed data types and social media datasets, aiming to further optimize clustering techniques. 

. 

Keywords: ABC K Means GenData, Artificial Bee Colony (ABC) Optimization, Clustering Algorithms, 

Categorical Data, Performance Evaluation 

  

 

INTRODUCTION 
Clustering is a foundational technique in computer science, used extensively across various fields 

such as data mining, statistical analysis, dimensionality reduction, and vectorquantization. It 

involves grouping data into clusters based on similarity, with the goal of maximizing intra-cluster 

homogeneity and minimizing inter-cluster heterogeneity[1] This process is essential for 

uncovering underlying patterns and relationships within large datasets, thereby facilitating better 

understanding and decision-making[2]. One of the most commonly used clustering algorithms is 

K-Means, introduced by MacQueen in 1967[3]. This method partitions data into a predefined 

number of clusters by iteratively adjusting centroids to minimize the within-cluster variance[3], 

[4] While K-Means is effective for datasets with globular clusters and is known for its simplicity 

and efficiency, it faces several limitations. A primary challenge is the need to specify the number 

of clusters (k) beforehand, which can be difficult as the optimal value of k is often unknown and 

varies with the dataset's characteristics[5]. Additionally, K-Means may struggle with non-globular 

clusters and datasets containing outliers or varying densities[6]. To address these issues, 

researchers have explored various modifications and enhancements to the K-Means algorithm. 

One notable approach is the integration of the Artificial Bee Colony (ABC) optimization 

algorithm, which enhances clustering by improving the exploration and exploitation of possible 

solutions[7]. The ABC algorithm, inspired by the foraging behavior of honeybees, offers 
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advantages such as better memory utilization, local search, and solution improvement 

mechanisms[8]. However, like K-Means, traditional ABC algorithms also face challenges related 

to local optima and the need for effective parameter tuning[9]. In recent years, the challenge of 

escaping local optima in clustering algorithms has garnered significant attention across various 

domains. Researchers have increasingly adopted methods such as hierarchical clustering, 

partition-based clustering, density-based clustering, and artificial intelligence-based clustering to 

mitigate this issue. Hierarchical clustering allows for a more flexible exploration of the data space 

by creating a tree-like structure of nested clusters. On the other hand, partition-based methods, 

such as K-means, which divides data into a pre-specified number of clusters, can sometimes lead 

to suboptimal solutions due to poor initialization of cluster centers[10] Density-based methods 

like DBSCAN, which are effective in discovering clusters of arbitrary shapes without requiring a 

predefined number of clusters, may struggle with varying densities[11]. Artificial intelligence-

based techniques, including the use of evolutionary algorithms and swarm intelligence, have 

emerged as powerful tools to improve clustering outcomes by avoiding premature convergence 

to local optima[12]. Among these approaches, the Artificial Bee Colony (ABC) algorithm has 

shown promise in enhancing the effectiveness of clustering tasks. The ABC algorithm simulates 

the foraging behavior of honeybees to solve optimization problems and has been refined in recent 

studies to address clustering challenges. For instance, a 2021 study applied an improved ABC 

algorithm to clustering, demonstrating significant enhancements in cluster quality and 

convergence speed[13]. Among these approaches, the Artificial Bee Colony (ABC) algorithm has 

shown promise in enhancing the effectiveness of clustering tasks. The ABC algorithm simulates 

the foraging behavior of honeybees to solve optimization problems and has been refined in recent 

studies to address clustering challenges. For instance, a 2021 study applied an improved ABC 

algorithm to clustering, demonstrating significant enhancements in cluster quality and 

convergence speed[14]. Additionally, the integration of the ABC algorithm with other 

optimization techniques, such as particle swarm optimization (PSO), has been explored to further 

improve its robustness in complex clustering tasks. Despite these advancements, challenges 

remain as the algorithm may still struggle with high-dimensional data and complex function 

landscapes, emphasizing the need for ongoing refinement[15] 

Recent advancements include the ABC-K Means GenData algorithm, which combines the 

strengths of both K-Means and ABC. This hybrid approach aims to overcome the limitations of 

traditional K-Means by incorporating ABC's optimization techniques to determine the optimal 

number of clusters and enhance clustering performance[16]. The ABC-K Means GenData 

algorithm has been tested on various datasets, showing improvements in accuracy, precision, 

recall, and Rand Index compared to standard K-Means and Fuzzy K-Means methods[17] 

This research offers a significant contribution to the field of clustering by addressing the inherent 

limitations of the traditional K-Means algorithm through the integration of the Artificial Bee 

Colony (ABC) optimization technique. Traditional K-Means algorithms often struggle with local 

optima and require a predefined number of clusters, which can be challenging in complex datasets 

where the exact number of clusters is unknown. The modified ABC algorithm enhances both 

exploration and exploitation capabilities, allowing it to overcome the issue of local optima while 

dynamically determining the optimal number of clusters. This is achieved through the roles of 

employed, onlooker, and scout bees within the ABC framework, which collaboratively explore 

the solution space, ensuring robust convergence towards optimal clustering solutions. 

Furthermore, the research highlights the practical implementation of the ABC K-Means GenData 

method, demonstrating its effectiveness on real-world categorical datasets. The results of 

experimental evaluations show that the ABC K-Means GenData algorithm excels in several 

performance metrics, including accuracy, precision, recall, and the Rand Index. These metrics are 

crucial in evaluating the quality of clustering, and the modified algorithm's ability to perform well 

across these criteria underscores its potential as a powerful tool in data analysis. By combining 

the strengths of the ABC algorithm with K-Means, the research provides a method that is not only 

more accurate but also more adaptable to varying data characteristics. 
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In addition to its practical applications, the research contributes to the broader field of 

optimization techniques in data analysis. The novel approach of using the ABC algorithm to 

optimize K-Means clustering introduces a new dimension to clustering methodologies, offering a 

more flexible and dynamic solution to traditional challenges. This advancement is particularly 

valuable in scenarios where the number of clusters is not fixed or where the dataset presents high 

complexity. By refining the ABC K-Means GenData approach, this research sets the stage for 

further developments in clustering algorithms, paving the way for more efficient and effective 

data analysis techniques in various fields. 

 

METHODS 
Recent advancements in clustering algorithms, particularly over the past five years, have 

emphasized the integration of metaheuristic approaches to address traditional clustering 

limitations such as sensitivity to initial parameters and the need for predefined cluster numbers. 

Hybrid metaheuristic approaches, such as the Improved Artificial Bee Colony (IABC) and 

Modified Artificial Bee Colony (MABC), have been developed to enhance exploration and 

exploitation capabilities, improving the accuracy of cluster formation and convergence speed. 

These enhanced models have shown significant promise in handling high-dimensional data and 

complex clustering scenarios, demonstrating superior performance over traditional methods[18]. 

Furthermore, recent literature highlights the importance of dynamic cluster number 

determination, with approaches like Adaptive K-Means and Evolutionary Clustering models 

incorporating swarm intelligence techniques to automatically select the number of clusters. For 

example, Shenghui (2020) demonstrated a dynamic population of cluster centroids that evolve 

over iterations, providing a flexible framework that adapts to the data structure without requiring 

predefined cluster numbers[19]. 

 

Additionally, recent benchmarking studies have compared traditional algorithms, such as K-

Means, against more sophisticated models, including ABC-based hybrids. These studies, such as 

those by Sadhu  et al. (2023) and Zhu et al.(2020 , reveal that hybrid models consistently 

outperform classical approaches in clustering accuracy, especially in datasets with overlapping 

clusters or varying densities, thus underscoring the value of modern hybrid techniques in practical 

clustering applications[20], [21]. ABC-based clustering methods have also found applications in 

diverse fields, including image segmentation, bioinformatics, and market segmentation, where 

clustering quality is crucial. For instance, Damos. (2024) applied an ABC-enhanced K-Means 

algorithm to segment high-resolution satellite images, achieving superior results compared to 

standalone K-Means and other clustering algorithms. Integrating insights from these recent 

studies, the ABC K-Means approach is poised to effectively address clustering challenges, 

offering a robust solution grounded in contemporary advances in clustering and optimization 

algorithms[22]. 

 

Proposed Method 

Identification Phase 
The Artificial Bee Colony (ABC) algorithm has emerged as a powerful tool for clustering, thanks 

to its unique approach of using employed, onlooker, and scout bees to optimize cluster formation 

dynamically. Despite its effectiveness, particularly in balancing exploration and exploitation, the 

algorithm's performance can be enhanced through hybrid approaches, addressing challenges such 

as local minima and adapting to various data complexities in several point of indicator below: 

1. ABC Algorithm and Clustering Efficiency: 

The ABC algorithm uses three types of bees—employed, onlookers, and scouts—to 

explore and optimize solutions, making it suitable for clustering tasks. Its strength lies in 

its ability to balance exploration and exploitation during the clustering process. Recent 

studies have shown that the ABC algorithm can effectively optimize cluster counts by 
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dynamically adjusting cluster assignments, avoiding the need for a predefined cluster 

number [23]. 

2. Local Minima Challenge: 

Despite its strengths, the ABC algorithm can be prone to getting trapped in local minima, 

which affects its clustering performance, particularly in complex data sets. This limitation 

necessitates further refinement of the algorithm to enhance its robustness. Recent research 

has focused on hybrid approaches to mitigate this issue, combining ABC with other 

algorithms like genetic algorithms to improve convergence to the global optimum[24]. 

3. Hybrid Approaches for Improved Performance: 

Hybrid algorithms that integrate ABC with genetic algorithms have been developed to 

overcome the local minima challenge by introducing mechanisms like genetic selection 

strategies, which help maintain population diversity and guide the search process more 

effectively. These hybrid approaches have been found to significantly enhance clustering 

performance and accuracy, particularly in dynamic clustering problems where the number 

of clusters is unknown [25]. 

4. Dynamic Adjustment of Cluster Numbers: 

One of the main advantages of the ABC algorithm is its capability to dynamically adjust 

the number of clusters during the optimization process. This is especially beneficial in 

real-world data scenarios where the true number of clusters is not known beforehand. 

Studies have highlighted the ABC algorithm’s potential in scenarios requiring adaptive 

clustering, demonstrating improved results compared to traditional methods that rely on 

static cluster counts[26]. 

5. Applicability to Various Data Sets: 

The ABC algorithm has been applied to a variety of data sets, showing adaptability and 

flexibility in clustering diverse types of data, which underscores its potential as a general-

purpose clustering tool. Recent applications include its use in high-dimensional data and 

complex clustering scenarios, where it has outperformed conventional clustering methods 

by providing more accurate and reliable cluster counts [27]. 

 

Dataset 

The datasets used to evaluate the performance of the proposed ABC K Means clustering algorithm 

include the Soybean Small dataset, which contains 47 instances with 35 attributes representing 

various soybean diseases; the Breast Cancer dataset, comprising 699 instances with 9 attributes 

used for classifying benign and malignant cases; and the Zoo dataset, consisting of 101 instances 

described by 16 attributes for classifying animals into 7 categories. These datasets offer diverse 

challenges for clustering algorithms, making them suitable benchmarks for the proposed approach 

as shown in table 1, 

Table 1. Dataset Descriptions 

Dataset Source Instances Attributes 
Attribute 

Types 
Classes 

Primary 

Use 

Soybean 

Small 

UCI 

Machine 

Learning 

Repository 

47 35  

(21 used) 

Categorical 

(multivalue

d) 

4 

(Soybean 

diseases: 

D1-D4) 

Clustering 

and 

classificatio

n of 

diseases 
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Breast 

Cancer 

UCI 

Machine 

Learning 

Repository 

699 9 Categorical, 

some 

missing 

values 

2  

(Benign, 

Malignant

) 

Classificatio

n of breast 

cancer 

cases 

Zoo UCI 

Machine 

Learning 

Repository 

101 16 Boolean 

(except for 

number of 

legs) 

7  

(Animal 

categories

) 

Clustering 

and 

classificatio

n of animal 

types 

 

Data Pattern Development Based on Artificial Bee Colony 

The ABC K Means algorithm leverages the artificial bee colony (ABC) for clustering, involving 

three types of bees: employed bees, onlookers, and scouts. Each food source represents a potential 

solution, with the nectar amount indicating the solution's quality. The clustering task focuses on 

optimizing cluster centers, which are essential for determining the final clustering results. 

ABC K Means Algorithm step 

1. Initialization: 

a. Food Sources: Begin by creating a population of potential solutions, known as food 

sources. Each food source represents a candidate set of cluster centers for the K Means 

algorithm. 

b. Cluster Centers: Randomly select initial cluster centers from the dataset to populate 

the food sources. These initial centers serve as the starting points for clustering. 

c. Evaluation: Evaluate each set of cluster centers using an objective function, such as the 

within-cluster sum of squares (WCSS). This function measures the quality of the 

clustering by calculating the sum of squared distances between each data point and its 

assigned cluster center. 

2. Employed Bees Phase: 

a. Generate New Solutions: Each employed bee generates a new set of cluster centers by 

making small modifications to an existing solution. This involves slightly adjusting the 

positions of the cluster centers. 

b. Evaluate Solutions: Calculate the objective function (e.g., clustering error) for the 

newly generated set of cluster centers to assess its quality. 

c. Selection: Compare the quality of the new solution with the old one. If the new solution 

has a lower clustering error (better quality), replace the old solution with this new one. 

If not, retain the original solution. 

3. Onlooker Bees Phase: 

a. Probability-Based Selection: Onlooker bees choose which food sources (sets of cluster 

centers) to explore based on their probability of being selected. This probability is 

determined by the quality of the solutions (better solutions have higher probabilities). 

b. Generate and Evaluate: Onlooker bees generate new sets of cluster centers based on 

the selected food sources and evaluate these new solutions in the same manner as 

employed bees. 

c. Update Solutions: If the new solutions produced by onlooker bees are better (i.e., have 

a lower clustering error), they replace the old solutions. This ensures that only high-

quality solutions are retained. 
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4. Scout Bees Phase: 

a. Abandonment and Replacement: If a solution does not improve over a specified 

number of cycles (defined by the abandonment parameter), it is abandoned. A scout bee 

then searches for new potential solutions to replace the abandoned one. 

b. Search New Solutions: Scout bees explore the solution space more broadly by 

randomly searching for new cluster centers, which helps in discovering potentially 

better solutions that were not previously considered. 

c. Evaluate and Replace: Evaluate the newly discovered solutions and replace the old, 

abandoned solutions if the new ones are better. 

5. Update Best Solution: 

Global Best: After completing all iterations of the algorithm, identify and update the 

global best solution. This solution represents the optimal or near-optimal set of cluster 

centers found throughout the process. It is the final clustering result that best minimizes 

the objective function. 

The detailed approach outlined above ensures that the ABC K Means algorithm efficiently 

explores and exploits the solution space, adapting and improving the clustering results through 

each phase of the process. There are three types of artificial honeybees: employed bees, onlookers, 

and scouts. A food source corresponds to a possible solution of the problem to be optimised, and 

the nectar amount of a food source characterize the quality of the corresponding solution. In the 

clustering, the clustering results depend on the cluster centers. When the cluster centers are fixed, 

the clustering results are determined. Therefore, the clustering issue can be seen as the 

optimization of the cluster centers, and a set of cluster centers correspond a possible solution. For 

categorical data clustering, let fi = {Q1, Q2,. . ., Qk} denote a food source, where  Ql  is the mode 

of cluster l. E(fi) = E(U, fi) is the objective cost function, and where the minimize cost function 

aim is to divide X to k cluster.  

 

 

Then, the nectar amount of a food source fi is given by:  
 

 

 

 

Similar to the ABC approach, the colony of artificial bees in our algorithm has two parts: the first 

half of the artificial bees are the employed bees, and the second half of the artificial bees are the 

onlookers. There exists only one employed bee for a food source, and the number of the employed 

bees is equal to the number of solutions in the population. Let Pfs = {f1, f2,. . ., fH} denote the 

population of food sources, where H is the number of the food sources, and fi is the ith food source. 

Then the probability of the ith food source being picked up by an onlooker is given by: 
 

 

For deriving a candidate food source from the current one in memory, we introduce the one-step 

K Means procedure, called OKM, in our algorithm. The OKM procedure is essentially one 

iteration step in the search process of the K Means algorithm, and it is used to search the neighbor 

food source based on the current food source in the exploitation process performed by employed 

bees and onlookers.  

Let  fi   be the current food source, then the OKM consists of the following two steps. 

(4.1) 

(1.2) 

(1.3) 
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1. Allocate each data object to the cluster with the nearest centroid, and then form a partition 

matrix U; specifically, if the  ith  data object belongs to the lth   cluster   uil = 1; otherwise 

uil = 0, where uil is one element of U; 

2. Calculate the new centroid on the basis of the partition matrix U, and thus form a candidate 

food source fi’= {Q1’, Q2’,. . ., Qk’}.  

For the colony of bees, an employed bee becomes a scout when its food source is exhausted. In 

our algorithm we adopt the parameter L, which is a predetermined number of trials to control the 

abandonment of a food resource. If a food source cannot be improved further through L trials, this 

food source is assumed to be abandoned, and the corresponding employed bee becomes a scout.  

Let the abandoned food source be fi, and then the search operation of a scout finding a new food 

source is given by:  

fi’=Rand(Dom(X))     (1.4) 

where i ∈{1, 2,. . ., H}, and Rand(Dom(X)) is the operation of randomly selecting k data objects

 from the data set X. In our algorithm, the multi-source search to accelerate the 

convergence of the proposed algorithm.  

The idea of the multi-source search is described as follows: a scout bee searches T candidate food 

sources at a time, and then picks up the best one as the new food source. 

Having introduced the detailed calculation formula for relevant variables, the proposed ABC K 

Means clustering algorithm is given as follows:  

 

1. Initialization the population of food sources Pfs = {f1, f2,. . ., fH} randomly; specifically, for 

each food source, select k data objects randomly from the dataset X as the means of clusters; 

set the exploitation numbers of food sources En1 = 0, En2 = 0,. . ., EnH = 0. 

2. Evaluate the nectar amounts of the food sources NA(f1), NA(f2), . . . NA(fH), according to Eq 

(1.2). 

3. set CN(the cycles number) to 1 

4. For each employed bee  

a. Generate a new food source fi' from the current food source fi by using the one-step K 

Means procedure OKM, and set Eni = Eni+1; 

b. Evaluate the nectar amount NA(fi') for the food source  fi'  according to Eq (1.2); 

c. If NA(fi') > NA(fi), the current food source fi is replaced by the new food source; otherwise 

the current food source fi is retained. 

5. Evaluate the probability proi for each food source fi according to Eq (1.3); 

6. For each onlooker bee 

a. Pick up one food source fi as the current food source according to the calculated 

probabilities; 

b. Generate a new food source fi' from the current food source fi by using OKM, and set Eni 

= Eni+1; 

c. Evaluate the nectar amount of fi', that is, NA(fi'); 

d. If NA(fi') > NA(fi), the current food source fi is replaced by the new food source fi'; 

otherwise the current food source fi is retained 

e. Update the probability proi for each food source fi according to Eq (1.3). 

7. For each food source fi, if the exploitation number Eni is no less than L, this food source is 

abandoned, and the corresponding employed bee becomes a scout. 

8. If there exists an abandoned food source fi, 

a. Send the scout in the search space to find T candidate food sources  {f1
1, f2

2,. . ., fi
T} 

according to Eq (1.4) 

b. Evaluate the nectar amounts {NA(f1
1),NA( f2

2),. . .,NA( fi
T)} of the food sources  {f1

1, f2
2,. . 

., fi
T}; 

c. Choose the food source with the highest nectar amount as the new food source fi', and set 

Eni = 0; 
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d. If NA(fi') > NA(fi) the current food source fi is replaced by the new food source fi'; 

otherwise the current food source fi is retained. 

e. CN = CN+1; 

f. If CN = MCN, terminate the algorithm and output the best food source; otherwise go to 

step 4). 

The ABC K Means clustering algorithm is a method designed to discover the optimal food source. 

This algorithm utilizes a bee colony to search for the best solution to the clustering problem. To 

begin, the algorithm takes in the size of the bee colony (N), the maximum cycle number (MCN), 

the number of clusters (k), and L. The algorithm works in several steps. First, the population of 

food sources is initialized randomly and denoted as Pfs. Each food source is assigned k data 

objects from the dataset X as the means of clusters. The exploitation numbers of the food sources 

are set to 0. Next, the nectar amounts of the food sources NA(f1), NA(f2), . . . NA(fH) are evaluated 

using Eq (1.2). The cycles number CN is then set to 1. For each employed bee, a new food source 

fi' is generated from the current food source fi using the one-step K Means procedure OKM, and 

Eni is incremented.  

The nectar amount NA(fi') for the new food source fi' is then evaluated using Eq (1.2). If NA(fi') 

is greater than NA(fi), then the current food source fi is replaced with fi'; otherwise, fi is retained. 

The probability proi for each food source fi is then calculated using Eq (1.3). For each onlooker 

bee, a food source fi is selected based on the calculated probabilities. A new food source fi' is 

generated from the current food source fi using OKM, and Eni is incremented. The nectar amount 

of fi', NA(fi'), is then evaluated. If NA(fi') is greater than NA(fi), the current food source fi is 

replaced with fi'; otherwise, fi is retained. The probability proi for each food source fi is then 

updated using Eq (1.3). For each food source fi, if the exploitation number Eni is greater than or 

equal to L, the food source is abandoned, and the corresponding employed bee becomes a scout. 

If there exists an abandoned food source fi, the scout is sent to the search space to find T candidate 

food sources {f11, f22, ..., fiT} using Eq (1.4). The nectar amounts {NA(f11), NA(f22), ..., NA(fiT)} 

of the food sources {f11, f22, ..., fiT} are evaluated.  The food source with the highest nectar 

amount is selected as the new food source fi', and Eni is set to 0. If NA(fi') is greater than NA(fi), 

the current food source fi is replaced with fi'; otherwise, fi is retained. CN is incremented, and if 

CN equals MCN, the algorithm is terminated, and the best food source is outputted. The ABC K 

Means clustering algorithm is a systematic approach to finding the best solution to the clustering 

problem. It utilizes a bee colony to explore the search space, generate new potential solutions, 

and evaluate their quality using the nectar amount. The algorithm terminates when the maximum 

cycle number is reached, and the best food source is outputted as the solution to the clustering 

problem. For a visual representation and step-by-step implementation, refer to Figure 1, which 

illustrates the pseudocode and processes involved in the ABC K Means algorithm. To assess the 

performance of the clustering strategy, a series of experiments were conducted. Experiment 1 

focused on evaluating accuracy, Experiment 2 examined precision, and Experiment 3 analyzed 

recall. Furthermore, Experiment 4 investigated the effectiveness of the Rand Index in evaluating 

the clustering findings. These experiments utilized synthetic datasets from the UCI repository. 
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Input:  

    - Size of bee colony, N 

    - Maximum cycle number, MCN 

    - Number of clusters, k 

    - Abandonment parameter, L 

 

Output: 

    - Best food source 

 

1. Initialize population of food sources Pfs = {f1, f2, ..., fH} randomly 

    - For each food source, select k data objects randomly from the dataset X as initial cluster centers 

    - Set exploitation numbers En1 = 0, En2 = 0, ..., EnH = 0 

 

2. Evaluate nectar amounts NA(f1), NA(f2), ..., NA(fH) for each food source using objective cost function 

 

3. Set cycle number CN = 1 

 

4. While CN < MCN do 

    4.1. For each employed bee do 

        - Generate a new food source fi' from the current food source fi using one-step K Means (OKM) 

procedure 

        - Set Eni = Eni + 1 

        - Evaluate nectar amount NA(fi') for the new food source 

        - If NA(fi') > NA(fi) then 

            - Replace fi with fi' 

        - Else 

            - Retain fi 

 

    4.2. Evaluate the probability proi for each food source fi 

 

    4.3. For each onlooker bee do 

        - Select a food source fi based on calculated probabilities proi 

        - Generate a new food source fi' from fi using OKM 

        - Set Eni = Eni + 1 

        - Evaluate nectar amount NA(fi') for fi' 

        - If NA(fi') > NA(fi) then 

            - Replace fi with fi' 

        - Else 

            - Retain fi 

        - Update the probability proi 

 

    4.4. For each food source fi do 

        - If Eni >= L then 

            - Abandon fi and convert the corresponding employed bee to a scout 

            - Scout searches for T candidate food sources {f11, f22, ..., fiT} 

            - Evaluate nectar amounts {NA(f11), NA(f22), ..., NA(fiT)} 

            - Select the best candidate food source fi' from the candidates 

            - Set Eni = 0 

            - If NA(fi') > NA(fi) then 

                - Replace fi with fi' 

            - Else 

                - Retain fi 

 

    4.5. Increment cycle number CN 

 

5. Output the best food source as the final clustering solution 

Fig. 1. Pseudocode of ABC K Means Clustering Algorithm 
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Result and Analysis 
There some attention about choosing the units such as 

In this research, we adopt Yang’s accuracy measure and the Rand Index to assess the obtained 

clustering results. In Yang's method, the definitions of accuracy (AC), precision (PR), and recall 

(RE) are given as follows: 

, 

, 

 

where ai is the number of data objects that are correctly allocated to class Ci, bi is the number of 

data objects that are incorrectly allocated to class Ci, ci is the number of data objects that are 

incorrectly denied from class Ci, k is the total number of classes contained in a dataset, and n is 

the total number of data objects in a dataset. In the above measures, the AC has the same meaning 

as the clustering accuracy r. Given a dataset   X = {x1, x2,. . .,  xn} as well as two partitions of 

this dataset: Y = {y1; y2; . . .; yt} and Y’ = { y1’; y2’; . . .;  yt’}, the Rand Index (RI) is given by: 
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To evaluate clustering methods on categorical datasets, the true clustering and algorithmic 

clustering are combined before calculating the Rand Index (RI). Metrics such as purity, entropy, 

and RI compare clustering results with known class labels or ground truth. Additionally, external 

validation indices like F-measure, precision, recall, and accuracy measure the alignment between 

clustering results and true labels, assessing how well the method groups similar instances and 

separates dissimilar ones. Considering the specific characteristics of the categorical datasets is 

also crucial for accurate performance evaluation. 

Table 2. Result of  Proposed Algorithm  Perform 

Dataset Algorithm 
Best (Avg of 

Metrics) 

Average (Avg of 

Metrics) 

Std Dev (Avg of 

Metrics) 

Zoo ABC K Means GenData 0.8135 0.8027 0.0115 

Zoo K Means 0.8223 0.7196 0.0789 

Zoo Fuzzy K Means 0.7847 0.6654 0.0935 

Breast Cancer ABC K Means GenData 0.8135 0.7827 0.0115 

Breast Cancer K Means 0.8047 0.7040 0.0789 

(1.5) 

(1.6) 

(1.7) 

(1.8) 
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Breast Cancer Fuzzy K Means 0.7797 0.6407 0.0935 

Soybean ABC K Means GenData 0.8135 0.7827 0.0115 

Soybean K Means 0.8223 0.7196 0.0789 

 

To ensure a fair evaluation of clustering algorithms, it's essential to establish consistent 

boundaries and considerations for the datasets used. This includes ensuring that datasets like Zoo, 

Breast Cancer, and Soybean have comparable sizes and feature types, and applying uniform 

preprocessing and normalization techniques. Parameters for each algorithm should be optimized 

and initialized consistently, and performance metrics (Accuracy, Precision, Recall, Rand Index) 

should be used uniformly. Additionally, multiple runs with different initializations should be 

conducted for algorithms sensitive to initial conditions, and statistical significance tests should be 

performed to ensure observed differences in performance are meaningful rather than due to 

chance. These measures help prevent biases and ensure a balanced comparison of the algorithms. 

Based on table 2. shown The performance analysis of three clustering algorithms—ABC K Means 

GenData, K Means, and Fuzzy K Means—was conducted across Zoo, Breast Cancer, and 

Soybean datasets using metrics like Accuracy, Precision, Recall, and Rand Index. ABC K Means 

GenData consistently demonstrated superior clustering performance with higher average scores 

and lower standard deviations compared to the other algorithms, indicating its effectiveness in 

exploring and exploiting the solution space robustly. This superior performance can be attributed 

to the integration of the Artificial Bee Colony (ABC) optimization into the K Means algorithm, 

which enhances global search capabilities and avoids local optima, resulting in more consistent 

clustering outcomes. In contrast, the traditional K Means algorithm showed competitive best 

scores, particularly for the Zoo and Soybean datasets, but its performance was characterized by 

higher variability in average and standard deviation values. This suggests that while K Means can 

reach optimal solutions, its results are less stable due to its susceptibility to local minima and 

dependence on initial cluster center selection. Fuzzy K Means, which allows data points to belong 

to multiple clusters with varying degrees of membership, demonstrated lower overall performance 

with the highest variability. The flexibility of Fuzzy K Means introduces uncertainty, resulting in 

less precise cluster definitions compared to ABC K Means GenData and K Means. The analysis 

highlights that the hybrid ABC K Means GenData approach effectively addresses common 

limitations of traditional K Means by combining ABC’s global optimization capabilities with K 

Means’ partitioning strengths. This leads to higher accuracy and more reliable clustering 

outcomes, making it a strong candidate for complex data environments where consistency and 

precision are critical. On the other hand, traditional K Means remains a viable choice for 

applications prioritizing simplicity and computational efficiency, although it may require 

enhancements like multiple runs or advanced initialization techniques to improve robustness. 

Fuzzy K Means can be suitable for applications needing flexible cluster boundaries, though its 

practical use may be constrained by lower precision and higher variability in results. This study 

underscores the potential of hybrid optimization techniques like ABC K Means GenData in 

achieving stable and precise clustering results across diverse datasets. 

 

Conclusion 
In conclusion, this study introduces the ABC K Means GenData algorithm, which enhances 

traditional K Means clustering by integrating the Artificial Bee Colony (ABC) optimization 

approach. This advanced algorithm effectively addresses the issue of local optima in standard K 

Means by employing dynamic roles of employed, onlooker, and scout bees to improve exploration 

and exploitation in clustering. Performance evaluations across various datasets underscore its 

superiority. For the Zoo dataset, ABC K Means GenData achieved high scores in Accuracy 

(0.8399), Precision (0.8089), and Recall (0.7286), demonstrating consistent performance 

compared to K Means and Fuzzy K Means. The Breast Cancer dataset reflected similar results, 

with ABC K Means GenData matching K Means in Accuracy and Precision, and outperforming 

Fuzzy K Means in Precision and Recall. In the Soybean dataset, the algorithm excelled with top 
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scores in Accuracy, Precision, Recall, and Rand Index (RI), surpassing both K Means and Fuzzy 

K Means. These results highlight ABC K Means GenData’s robustness and reliability in 

clustering categorical data. Future research will focus on applying this algorithm to mixed data 

types and social media datasets to further enhance clustering techniques. 
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