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1. Introduction 

The global market development opens access to new markets where companies can experience 

increased demand. The ability of a company to adapt more effectively to respond to demand is one of 

the determining factors in business [1]. In the manufacturing industry, effective assembly line 

balancing can be a solution to accommodate fluctuating demand. Balancing assembly lines is crucial 

in improving efficiency, speeding up the production system, and reducing production costs for each 

unit [2]. Assembly line balancing is a form of medium to short-term decision-making and requires 

significant investment. Therefore, a system must be well-designed to operate more efficiently [3]. 

Assembly line balancing has shifted from traditional configurations, whether manual or robotic, 

towards more flexible and productive solutions, transitioning from mass production to mass 

customization. This research conducted a case study of two large electronic industries in Indonesia. 

The study reveals that the assembly line is redesigned every 10 to 14 days due to the fulfillment of the 

targeted production. It is necessary to reconfigure more frequently and promptly to achieve more 

flexibility in managing resources and machines and improving production efficiency. Digital 

technology is becoming increasingly intensive, aligning with what is now called Industry 4.0. Smart 

manufacturing must embrace big data and software that controls production processes and resource 

planning [4]. One technology that has emerged in this industrial revolution is collaborative robot 
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(cobot) technology [5][6]. According to Gualtieri et al. [7], considering the physical and safe 

workspace capabilities during the production process, collaborative robots, as cyber-physical systems, 

enable the implementation of human-robot collaboration. 

Human-robot collaboration aims to achieve better performance in the production system [8]. 

Solutions in implementing human-robot collaboration (HRC) can enhance the efficiency of the 

assembly process by leveraging the strengths of both human skills in various aspects combined with 

the load capacity and repetitive capabilities of robots. Implementing HRC also improves quality 

performance by reducing product defects, especially for products with complex structures [9]. 

Additionally, from an ergonomic perspective, it can ensure human workers reduce physical labor by 

using robots to perform certain activities [10][11]. 

The cycle time is an issue in the design of assembly lines in operational problems. Cycle time is 

the maximum time a station on the assembly line can process a product. Within the cycle time, there 

is idle time, which can be caused by operators being idle after completing a task at a slower pace [12]. 

Companies aim to identify and eliminate behaviors that do not affect the manufacturing process to 

minimize cycle time. Thus, minimizing cycle time can help companies deliver products to customers 

faster and enhance customer satisfaction [13]. 

Several types of time influencing production cycle time include setup, process, queue, wait, and 

idle times [14].  Among these, setup time may represent a high percentage in determining cycle time, 

especially in assembly lines that utilize robots [15]. Setup time is needed to reconfigure the robot in 

the assembly process. Often, robots must change tools / end-effectors for adjustments to conduct tasks 

and grasp complex product geometry [16]-[18]. This characteristic makes setup time a significant 

consideration in this research. Additionally, considering the real needs in assembly line conditions 

allows for using various tools on the same robot. According to Nugraha et al. [19], each task may 

involve different types of tools used by robots or HRC, leading to the influence of function assignment 

to workstations and resources.  

Research conducted using HRC includes studies by Mura & Dini [10], Nugraha et al. [19], and 

Yaphiar et al. [20], aiming to minimize costs. On the other hand, research by Gualtieri et al. [7], 

Nourmohammadi et al. [8], Weckenborg et al. [21], and Dimeny et al. [22] focuses on minimizing 

cycle time considering HRC resource constraints. Various methods are employed regarding solution 

approaches, including analytical models and metaheuristics. The literature review indicates that 

different aspects and objective functions related to HRC have been studied. Nevertheless, setup time 

and the types of tools as additional aspects to make the model closer to a realistic condition have yet 

to be widely considered. Among the studies mentioned, only Nugraha et al. [19] considered using 

tools in robots or HRC. Previous research that addressed setup time predominantly focused on robotic 

assembly lines rather than HRC, as seen in studies by Li et al. [23] and Janardhanan et al. [24].  

Several research has been conducted applying robots to cope with flexibility. Zhang proposed a 

mathematical model to design and reconfigure a single-product assembly line [25]. The robot could 

be set at any workstation, limiting to one task at each station. Basan developed a MILP decomposition 

procedure for assigning multipurpose units and assembly operations [26]. The model considers 

redesigning the assembly line by preventing bottlenecks and balancing equipment utilization. 

Hashemi-Petroodi proposed the MILP model by considering future product variants [27]. The 

objective function is to minimize the cost of designing and reconfiguring the assembly line. Mao 

proposed a MILP model to assign human-robot collaboration in an assembly line [28]. The system 

characteristics are the same as in this research, but setup time for switching between cobot tasks is not 

considered. The above approach assumes reconfiguration will happen based on predicted demand 

changes. This research approach assumes HRC as an alternative to induce flexibility in the assembly 

line design [29]. 

 Ma'ruf et al. [4] conducted HRC research, considering tool types and setup time using an 

analytical model. Other prominent characteristics of this research include: 1) the assembly line under 

study is a straight production line with a single-variant product focus, and 2) HRC  can only be 

performed when human and robot resources are available and unassigned. However, the drawback of 

analytical models is that they require longer computation times to build feasible solutions and are less 
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effective for solving a small number of tasks compared to genetic algorithms (GA) [8]. Therefore, in 

improving efficiency and flexibility, an algorithm is needed to handle complex problems and its ability 

to adapt assembly paths with faster computing times. 

According to Nourmohammadi et al. [30], GA exhibits more efficient exploration performance 

due to their ability to solve problems in an exhaustive search space (population-based). This capability 

helps prevent solutions from getting stuck in local optima. Additionally, GA has been widely used for 

problems with various optimization criteria and constraints, providing flexible solutions [31]. For 

example, in research by Tjandra et al. [32], genetic algorithms could find route combinations for the 

Multiple Traveling Salesman Problem (MTSP). GA efficiently optimized order sequences for 

production planning in a study by Harale et al. [33]. Among other population-based algorithms, 

genetic algorithms are considered effective in solving large-scale problems and directing solutions 

towards optimality, making them suitable for NP-hard problems. GA has produced better solutions 

than Simulated Annealing in optimizing cycle time for robotic assembly line balancing problems [24].  

The aim and contribution of this research is to extend the model of Ma'ruf et al. [4] by applying 

GA to effectively achieve a solution for an HRC assembly line having a large number of tasks. The 

algorithm considers the number of tools and setup time to minimize cycle time in assembly line 

problems. The second contribution is achieving faster computation time by limiting the solution space 

to converge the cycle time to the optimal value without sacrificing the quality of the solution. 

The following section will discuss the method section that develops the GA model to determine 

task allocation and resource utilization for minimizing cycle time. The third section will discuss the 

results and the computational outcomes. The fourth section concludes the research findings and 

remarks for further development. 

2. Methods 

2.1. Problem statement 

A collaborative robot or cobot is a solution that combines the skills, agility, and cognitive abilities 

of human operators with the accuracy and repetitive skills of robots in the same workspace, making it 

increasingly applied in the manufacturing industry [34]. Cobots are suitable for various applications 

encountered in the manufacturing industry [21]. Furthermore, the advantages of using cobots include 

being more flexible, easily reprogrammable for new tasks, mobile, and often lower costs than 

conventional robots [35]. Another advantage of cobots is the safety feature that allows workers to 

collaborate with the robot, reducing the need for robot trajectory planning or collision checking [36]-

[38]. The effectiveness of the assembly line, utilizing the cobot, relies on task assignment and 

allocation of human workers and robots. 

With various applications of cobots in the manufacturing industry, this research focuses on the 

assembly line balancing problem. Numerous exact and heuristic studies are continuously conducted 

to provide solutions for the Simple Assembly Line Balancing Problem (SALBP). SALBP is a 

fundamental optimization problem with a straight assembly line for a single product type, dividing the 

total workload of the assembly process into a series of tasks that must meet precedence constraints 

among several stations arranged in a serial production process [21]. The general objectives of SALBP 

include minimizing assignments, ensuring each assignment is designated to a station, and not violating 

cycle time constraints [39]. 

The research problem system uses a genetic algorithm to minimize cycle time in the assembly 

line. The development of the GA model in this study refers to the model developed by Ma'ruf et al. 

[4] and Weckenborg [21]. With specifications for a single product type, cycle time minimization is 

achieved by allocating assignments to a predetermined number of workstations and determining the 

resources to complete these assignments. The allocation of tasks is determined without violating the 

precedence diagram. The resources used consist of three types: human, robot, and human-robot 

collaboration. The selection of resources can choose the types of tools used and setup time if the task 

is performed by a robot or human-robot collaboration, thus affecting task completion time. 

https://doi.org/10.26555/ijish.v3i2.2222
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2.2. Genetic Algorithm (GA)  

Genetic Algorithm (GA) was developed by John H. Holland at the University of Michigan, 

starting his research in 1960 and formally introduced in 1975 [40]. The concept of GA is based on 

Darwin's theory, where GA selects chromosomes with better fitness values from the existing 

population and eliminates the least fit [41]. The search technique is conducted simultaneously on 

several possible solutions known as the population. Each individual represents a unique solution, and 

the population is a set of solutions at each iteration stage. Genetic algorithms work to find high-quality 

individual structures within the population. The typical stages of GA [32] generally consist of 1) 

forming the initial population, 2) the individual selection process, 3) crossover, and 4) mutation. The 

research stages using GA are outlined below and illustrated in Fig. 1. 

In the conducted research, GA has chromosomes with three vectors of values. These 

chromosomes encompass the task type, the resource used for each task, and the workstation as the 

task's operational location. Regarding resources, one signifies human, two denotes a robot, and three 

signifies human-robot collaboration. Each individual in the initially generated population, as depicted 

in the early stage of the diagram, will have a GA chromosome structure visualized in Table 1. These 

individuals will be utilized to execute the solution improvement process by employing tournament 

selection, crossover, mutation, and elitism to generate the best individual. 

Table 1. Chromosome GA 

Task 1 3 2 4 5 7 6 8 9 10 

Resource 3 1 2 3 2 1 1 1 1 1 

Station 1 2 3 

 

Stage 1: Initiating the first generation (n = 1) by determining parameter values, including the 

population size (P), the number of generations (N), crossover probability (Pc), and mutation 

probability (Pm). 

Stage 2: Generating an initial feasible population using a randomly constructed algorithm that 

does not violate precedence constraints. 

Stage 3: Calculate each individual's fitness value in the generated initial population. Based on the 

research's objective function to minimize cycle time, the fitness value involves minimizing the 

individual cycle time upper limit (CTup) against the maximum station time. CTup is calculated using 

the following formula, 

𝐶𝑇𝑢𝑝 = 𝑅𝑜𝑢𝑛𝑑𝑢𝑝 (
𝑚𝑎𝑥 𝑡𝑜𝑡𝑎𝑙 𝑝𝑟𝑜𝑐𝑒𝑠𝑠𝑖𝑛𝑔 𝑡𝑖𝑚𝑒 𝑓𝑜𝑟 𝑎𝑛 𝑖𝑛𝑑𝑖𝑣𝑖𝑑𝑢𝑎𝑙

𝑎𝑣𝑎𝑖𝑙𝑎𝑏𝑙𝑒 𝑤𝑜𝑟𝑘𝑠𝑡𝑎𝑡𝑖𝑜𝑛
) (1) 

Stage 4: Tournament selection is performed to choose two parents for the crossover and mutation 

processes. 

Stage 5: Generate a random number between 0 and 1. If this random number is less than or equal 

to the crossover probability (Pc), the crossover process is conducted on the two parents. The result of 

the crossover process is stored as crossover offspring, which will be used in the following process: 

mutation. If the random number exceeds the crossover probability (Pc), both parents are directly 

employed in the next stage. 

Stage 6: Generate a random number between 0 and 1. If this random number is less than or equal 

to the mutation probability (Pm), the mutation process is carried out on the crossover offspring. The 

result of the mutation process is stored as mutation offspring, which will be used in the following 

process: elitism. If the random number exceeds the mutation probability (Pm), a review is conducted 

to determine whether both individuals have performed crossover. 

Stage 7: If both individuals are crossover offspring (have performed the crossover process), then 

both individuals can be stored and proceed to the elitism stage. If both individuals are parents without 

the crossover process, the process will continue to the next generation (n = n+1). 

Stage 8: The produced offspring will be examined to check for violations of precedence 

constraints, the number of stations, and the maximum tool count. If the offspring violates these 
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constraints, the process will continue to the next generation (n = n + 1). If it meets the constraints, the 

process will proceed to the next step. 

Stage 9: Add the processed offspring that meet the constraints to the initial population. 

Stage 10: Reorganize the station grouping with tasks and resources selected for each population 

member. Then, recalculate the fitness value for each individual in the population and the offspring 

generated from the crossover and mutation processes. 

Stage 11: Perform elitism selection to determine whether the produced offspring are worthy of 

being added to the initial population, forming the improvement population.  

Stage 12: If the number of generations (n) has not been fulfilled, the process can continue to the 

next generation. When the number of generations has been fulfilled, the individual with the lowest 

cycle time will be designated as the best individual after one cycle of the GA. 

2.2.1. Initial Population 

The initial population stage is utilized to generate an initial feasible population, serving as the 

foundation for the solution search process in this research. Initial solutions are generated by creating 

a task sequence by precedence constraints. It is then continued by assigning tasks to each workstation 

and determining the resource responsible for each task [41]. Subsequently, the initial population will 

be used for the evolutionary process to discover the best individual solution in the GA. The formation 

of individuals in the population involves determining the task sequence i that does not violate the 

precedence constraints. Next, the resources with a process time t are randomly chosen from the tasks 

in the first sequence and placed into the workstation. Another constraint is the upper bound cycle time 

for each station. If workstation j violates the constraint, the next workstation will be opened with j = 

j + 1. Upper bound cycle time (CTupP) is calculated using the following formula: 

𝐶𝑇𝑢𝑝𝑃 = 𝑀𝑎𝑥{𝑅𝑜𝑢𝑛𝑑 𝑢𝑝(𝛼
∑ 𝑀𝑎𝑥(𝑡𝑖1, 𝑡𝑖2, 𝑡𝑖3)𝑚

𝑖

𝑚𝑗
; 𝑀𝑎𝑥(𝑡𝑖𝑠)) ∀𝑖∈ 𝐼, 𝑠 = 1,2,3 (2) 

2.2.2. Tournament Selection 

Tournament selection is carried out to choose two parents based on the best fitness value from 

randomly selected individuals, and they are then used in the crossover and mutation processes [42]. 

The commonly used method for this purpose is tournament selection, which involves randomly 

selecting several individuals and comparing the fitness values of each individual [43]. The tournament 

selection stage is conducted by setting a random number K with a value between 1 and the population 

size (P). Subsequently, the fitness values of each individual are compared, and the individual with the 

best fitness value, i.e., the one with the lowest cycle time, is selected and saved as the parents. 

2.2.3. Crossover 

Crossover is crucial to achieving optimal solutions in GAs [44]. The fundamental crossover 

concept involves exchanging tasks and resources between formed parents to generate new offspring. 

This research employs two crossover methods: one-point crossover and partially mapped crossover 

(PMX). The one-point crossover used in this study is a straightforward method proven to produce 

offspring that satisfy precedence relationships [21]. A one-point crossover is implemented by 

randomly selecting a crossover point with a value between 1 and the task sequence index (k) minus 

one (1 to k-1), as illustrated in Fig. 2. Partially mapped crossover is the most commonly used method 

in traveling salesman problems, production planning, and manufacturing scheduling [44]. PMX is 

employed for task crossover by performing segment mapping, as illustrated in Fig. 3. 

 

https://doi.org/10.26555/ijish.v3i2.2222


IJIO Vol. 5. No 2, September 2024 p. 118-133 

 

 

Ma’ruf & Budhiarti (Development of genetic...)                                           123 

 

 

Fig. 1. Genetic algorithm flowchart 
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Fig. 2. One-point crossover mechanism 

 

Fig. 3. PMX mechanism 

2.2.4. Mutation 

The mutation process involves modifying the chromosomes of parents and generating offspring. 

This process is carried out to enhance the diversity of the population and prevent getting stuck in local 

optimum solution values [41]. The mutation process must be capable of avoiding unfit solutions. 

Unlike crossover, mutation does not involve a recombination process. Thus, the mutation process 

occurs for each offspring/parent used as input. In this study, two mutation methods are applied: 

scramble mutation for task swapping, adapted from the research by Anwar et al. [45], and swap 

mutation for resource swapping, adapted from the study by Weckenborg et al. [21]. 

2.2.5. Elitism 

Elitism is a selection method used to preserve the best individual for the next generation without 

any modification [46]. This process compares the fitness value of the worst individual in the 

population with the previously generated offspring. Elitism prevents the best individual from 

undergoing the reproductive process, allowing it to pass to the next generation without modification. 

This is done to ensure that the quality of the best individual remains in the population and is preserved 

during the evolutionary process. 

2.2.6. Parameter Setting 

One crucial aspect of performing GAs is selecting the appropriate parameter values to ensure the 

quality of the generated solutions. Experimental design (DOE) has been employed to determine the 

parameter combinations in this study. The method utilized for experimental design in this research is 

the complete factorial design. Full factorial design is commonly used for independent variables (X) 

greater than 2. Additionally, it explores all possible combinations of variables and their levels, 

allowing for a comprehensive understanding of the effects of each variable X and their interactions. 

There are four factors or variables (X) used in this study: population size (P), number of generations 

or iterations (N), crossover probability (Pc), and mutation probability (Pm). The experimental design 

is conducted using two levels: low and high. Determining parameter values for low and high levels is 

based on the number of tasks in the tested dataset and references used. Replication is also performed 

to reduce measurement errors and obtain more accurate results. In this experiment, replication is 

conducted three times. The parameter values used in the experimental design are shown in Table 2. If 

the level value of the population size and the number of generations or iterations is lower than the 

predetermined level, the solution will not find a near-optimal result. Meanwhile, if the level value 

exceeds Table 2, finding a solution will require a relatively longer computation time. 

In this research, a parameter α is developed, which serves as a multiplier weight on the upper bound 

of cycle time. The upper bound of cycle time functions to determine additions at the workstations. 

https://doi.org/10.26555/ijish.v3i2.2222
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The value of parameter α ranges from 1.0. It decreases gradually by 0.05 differences so that the 

resulting upper bound of cycle time will not exceed the initial upper bound of cycle time. With this 

implementation, the upper bound of cycle time incorporated into the algorithm tends to approach the 

optimal solution. Thus, it is expected to assist the algorithm in finding more efficient solutions. 

Table 2. The levels of factors 

Parameter 
Small Data Large Data 

Low High Low High 

Population Size (P) 20 110 225 400 

Number of Generation/Iteration (N) 100 200 210 300 

Crossover Probability (Pc) 0.5 0.9 0.5 0.9 

Mutation Probability (Pm) 0.01 0.2 0.01 0.2 

3. Results and Discussion 

In this research, several previous research datasets are utilized as inputs for testing the developed 

algorithm. The data to be processed comes from various references, each with multiple tasks. The 

data used in this study is shown in Table 3. From the table providing information about the research 

data, several supporting data will be employed, such as the number of tasks, processing time for each 

task for each resource used, the number of equipment types used, and the precedence diagram. The 

precedence diagram in previous research data is employed to identify the paths, relationships, and 

dependencies among tasks. Fig. 4 illustrates an example of a precedence diagram. Table 4 presents 

the processing times and equipment requirements used in this study, sourced from Weckenborg's 

data. 

Table 3. Secondary data set 

Category Secondary Data Number of Tasks Number of Tools Reference 

Small Data 

Weckenborg 10 4 Weckenborg, et al. [21] 

Su & Lu 17 0 Su & Lu [47] 

Nugraha 25 25 4 Nugraha, et al. [19] 

Large Data 

Nugraha 35 35 4 Nugraha, et al. [19] 

Nugraha 45 45 3 Nugraha, et al. [19] 

Kim 61 0 Kim, et al. [48]  

 

 

Fig. 4. Sample of precedence diagram 

Table 4. Sample of task data details 

Task 
Process Time (m) Tools 

Human Robot HRC Robot HRC 

1 8 M 6 2 1 

2 7 10 5 3 3 

3 6 M M 1 4 

4 4 M 3  2 

5 5 11 4   

6 6 M M   

7 5 11 4   

8 4 M M   

9 7 M 5   

10 5 11 4   
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3.1. Result of DOE 

A complete factorial design is employed to identify the optimal parameter values and the 

significance of each parameter. In Minitab, four factors with two levels result in 16 combinations. 

Replication is conducted three times. Therefore, the total number of runs is 16 x 3 = 48 times. In 

performing the experimental design, ANOVA tests significant differences between group means or 

treatments [49]. ANOVA allows for determining whether these factors significantly impact the 

objective values and evaluating interactions among the factors. Using Minitab, the results of ANOVA 

and interactions between factors can be identified. Table 5 is the result of significance level ANOVA 

for small data and large data parameters. 

Table 5. Result of ANOVA 

Parameter 
P-Value 

Small Data Large Data 

P 0.000 0.000 

N 0.003 0.000 

Pc 0.567 0.011 

Pm 0.061 0.143 

P*N 0.243 0.375 

P* Pc 0.556 0.375 

P* Pm 0.556 0.766 

N* Pc 0.243 0.766 

N* Pm 0.023 0.766 

Pc * Pm 0.556 0.766 

 

In the small data category, the results indicate that the population size (P), the number of 

iterations (N), the interaction between the number of iterations (N), and the mutation probability (Pm) 

significantly affect the cycle time. In the large data category, the results show that the population size 

(P), the number of iterations (N), and the crossover probability (Pc) significantly influence the cycle 

time. The combinations of parameter values for the two data categories can be seen in. 

Table 6. Result parameters setting 

Data Number of Tasks P N Pc Pm α 

Weckenborg 10 110 200 0.5 0.01 0.70 

Su & Lu 17 110 200 0.5 0.01 0.70 

Nugraha 25 25 110 200 0.5 0.01 0.70 

Nugraha 35 35 400 300 0.9 0.01 0.80 

Nugraha 45 45 400 300 0.9 0.01 0.80 

Kim 61 400 300 0.9 0.01 0.80 

 

The population size (P) refers to the number of feasible solution individuals that do not violate 

constraints for performing crossover and mutation processes in each generation or iteration. The 

higher the population size, the more possibilities of task and resource combinations that can be 

processed. The number of iterations (N) is the number of generations or iterations needed in the 

solution search process. Also, it serves as a stopping rule in the development of the GA. Generations 

in the GA involve selection, crossover, and mutation to produce a better population. A higher number 

of generations can provide a more significant opportunity for individual improvement. The research 

aligns with the study by Zhang & Chen [50], stating that a larger population size and a higher number 

of generations can explore many possibilities for better individual solutions. The significant crossover 

probability effect in the large data category may be due to the larger and more complex solution space, 

allowing for better solution exploration. 

3.2. Computation Result 

The Weckenborg data is used as one of the case examples in the development of the GA. The 

Weckenborg data has a task count of 10, with a maximum number of workstations being 3, 1 available 

robot, and a maximum number of tool types at one workstation being 4, resulting in an upper bound 

https://doi.org/10.26555/ijish.v3i2.2222
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cycle time of 26 minutes. Validation is carried out throughout the GA development model. The best 

solutions generated are ensured not to violate existing constraint functions and have values consistent 

with the computational results of the reference model by Ma'ruf et al. [4]. The computational results 

can be seen in Table, with a visualization of the precedence diagram in Fig. 5 and a Gantt chart in Fig. 

6. 

Table 7. Computation result of Weckenborg's data solution 

Workstation Task Resource Tools 
Process 

Time (m) 

Start time 

(m) 

Finish 

Time (m) 

Station 

Time (m) 

1 

1 H  8 0 8 

17 
3 H  6 8 14 

2 R tools 3 10 0 10 

4 HRC tools 2 3 14 17 

2 

5 H  5 0 5 

16 6 H  6 5 11 

7 H  5 11 16 

3 

8 H  4 0 4 

16 9 H  7 4 11 

10 H  5 11 16 

 

 

Fig. 5. Precedence diagram of Weckenborg's data solution 

The results of the improvement solutions indicate that they do not violate constraint 

functions, including precedence constraints, the number of workstations, the number of robots used, 

and the number of tool types used. Based on the computational process for the improvement 

solutions, the objective function values match those of the reference model by Ma'ruf et al. [4]. 

Therefore, it can be concluded that GA development with the programming code is correct and aligns 

with the reference model. 

 

Fig. 6. Gantt Chart of Weckenborg's data solution 

In this study, two methods in the crossover process have been adopted: a one-point crossover and 

a partially mapped crossover. Data collection was conducted 200 times using Weckenborg's data to 

observe the percentage usage of the crossover methods. The performance of each crossover method 

was evaluated by ensuring that the obtained results did not violate the constraints in the algorithm. 

Subsequently, the performance of each method was compared. The results of the comparison of 

crossover methods show that the performance of the one-point crossover method, with a passing 

percentage of 82%, is better than the partially mapped crossover method, which has a passing rate of 
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58%, for the ALB-HRC case studied. This is because the steps in the partially mapped crossover 

method, such as segment mapping, are more likely to violate precedence constraints. 

3.3. Comparison between MIP and GA 

The computational results obtained using GA with Python software will be compared with those 

obtained using the analytical method. Analytical computations were performed using a solver 

application with a computation time limit of 24 hours (86400 seconds), following the research 

conducted by Ma'ruf et al. [4] and Nugraha et al. [19]. GA computations were replicated three times, 

and the objective value used to compare GA and the analytical method is the minimum objective value 

obtained from all computations. The comparison of objective values between the analytical process 

and GA can be seen in Fig. 7. Meanwhile, the comparison of computation times between the analytical 

method and GA can be seen in Fig. 8. 

 

Fig. 7. Comparison of objective value between MIP and GA 

 

Fig. 8. Comparison of time computation between MIP and GA 

The computational results consist of two aspects to be examined: a comparison of the objective 

values in this study, cycle time, and computation time. For reference, the objective values in the 

analytical method for the number of tasks 45 and 61 are solutions obtained from computation limited 

to 24 hours or 86,400 seconds. Based on the comparison graph, it can be seen that for small data 

consisting of Weckenborg, Su & Lu, and Nugraha 25 data, the solutions obtained from the GA 

computations can achieve optimal solutions corresponding to those from the analytical method. 

Optimal solutions matching the analytical method are also obtained for Nugraha 35 in the large data 

group. Meanwhile, for Nugraha 45 and Kim data, GA can produce objective values close to better 

optimal solutions than the analytical method. Based on the comparison of solutions obtained from 

computations using the analytical method and GA, the average difference in objective values is 3.83%. 

Computation time, referring to the total time an algorithm needs to solve a problem, is a crucial 

aspect of this research. A comparison of computation time was conducted between the analytical 

method and GA. The computation process in the analytical method was limited to 24 hours or 86,400 

seconds. Based on the comparison of computation time between the two methods, it can be observed 

that the computation time with GA is relatively much faster than the analytical method, with an 

average difference in computation time of 64.66%. The significant difference is particularly evident 

in the large data group: Nugraha 35, Nugraha 45, and Kim. The disparity in computation time between 

https://doi.org/10.26555/ijish.v3i2.2222


IJIO Vol. 5. No 2, September 2024 p. 118-133 

 

 

Ma’ruf & Budhiarti (Development of genetic...)                                           129 

 

the analytical method and GA increases with the growing number of tasks in the data group and the 

complexity of the relationships between tasks. The α parameter helps the algorithm produce an optimal 

solution on the Weckenborg data set and obtain near-optimal results on the Kim data set. By omitting 

the α parameter, the Weckenborg and Kim data sets produce worse solutions. Thus, it requires more 

iterations and a longer computation time. The proposed α parameter can help the algorithm become 

more efficient, with an average increase in computational efficiency of 39%. 

GA effectively optimizes the cycle time in the ALBP-HRC case based on the experiments that 

were conducted. The ability of the genetic algorithm to produce optimal solutions in the tested datasets 

can be attributed to its population-based solution search, enabling it to explore the solution space 

widely and locate potential solutions in various regions of the search space. Additionally, successfully 

executing critical stages contributes to GA finding optimal solutions. The genetic algorithm's 

capability to broadly explore the solution space is supported by several crucial stages: generating the 

initial population, conducting tournament selection, crossover, mutation, and elitism. The initial 

population allows the algorithm to explore various combinations in the search for individuals. 

Tournament selection enables potentially productive individuals to generate offspring, resulting in 

diverse solutions within the population. Crossover can create new alternative solutions, complemented 

by the mutation process, to prevent potential solutions from being trapped in local optima. Finally, 

elitism is employed to evaluate the fitness value of solutions and ensure that promising solutions are 

retained within the population. 

3.4. Managerial Implication 

This research assumes the reachability and accessibility of the HRC in each station. If the HRC 

is assigned to a particular workstation, a layout design should be considered. Other boundaries, such 

as the shop-floor boundary and non-overlapping resource footprints between human operator and 

cobot, should also be considered [51], [52]. As Duan states, it is also essential to consider the handover 

between the human operator and the robot from the anthropometric point of view [53]. 

Cobot is known to be small in size, increasing the moveability and reconfigurability but limited 

in payload. An extra safety consideration should be considered for heavy or oversized parts [54]. 

Another practical issue is the downtime of the assembly line during the reconfiguration process when 

new product variants or technologies are introduced into the assembly line system [55]. Even though 

the cobot is claimed to be agile, reconfiguring the whole assembly line should also be considered 

during the planning horizon. 

4. Conclusion 

This research proposes a GA for the ALBP-HRC problem, considering several tools and setups. 

The GA can provide optimal solutions on tasks less than 35 and an average gap of 3.83% relative to 

the optimal solution. The computation time is faster than that of the analytical method, with an average 

computation time difference of 64.66%. The identified significant parameters for minimizing cycle 

time in small and large dataset categories are the number of iterations (N) and population size (P) to 

enhance the likelihood of obtaining better solutions. Companies can consider assembly lines utilizing 

HRC applied in the industrial sector. Deploying resources with HRC can work alongside workers to 

handle complex or monotonous tasks, thus facilitating and accelerating production. With tools / end-

effectors, HRC can be dynamic and expandable to perform various tasks on the assembly floor, 

enabling rapid and effective changes in the production process. The use of HRC on assembly lines is 

highly suitable for industries seeking to achieve high efficiency, quality, and flexibility in the 

production process. The fast computation times can help improve efficiency and effectiveness in 

decision-making related to frequent redesigning of assembly. Future research will be conducted for 

ALBP-HRC, where multiple product variants are assembled in a single-line assembly. 
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