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The study discusses the policy issued by the Indonesian Ministry of 

Communication and Information on Electronic System Providers (PSE), with 

a special emphasis on the impact of the policy that has triggered public 

reactions on social media platforms. Based on the regulations that have been 

made, it has an impact on the public who believe that the regulation is made 

to take away access freedom and data privacy on digital systems used by the 

public. Sentiment analysis can see public opinion on the policy issued by the 

Ministry of Communication and Information. The data used is taken from 

social media which is labeled "positive" and "negative". The research method 

used in sentiment analysis is the Support Vector Machine method. The 

contribution of this research is to determine the boundary line between the two 

classes in this research data. The result of the F1 score can be measured in the 

model, with a achieved value of 75%. 
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1. INTRODUCTION 

At this time, the Ministry of Communication and Informatics of the Republic of Indonesia issued a policy 

for Electronic System Operators (PSE), which is currently being widely discussed by the people of Indonesia. 

The PSE policy that has been implemented by the government has received responses and opinions from the 

public through social media. Some parties who disagree with the regulations issued by the Ministry of 

Communication and Informatics consider that blocking sites such as PayPal, Valve Corp, and Yahoo violates 

privacy and freedom of expression because registering digital platforms endangers user data [1].  

The policy of electronic system administrators is very important for all people because electronic system 

administrators are information as a series of electronic devices and procedures that function to prepare, collect, 

manage, analyze, store, display, announce, send or disseminate electronic information and also electronic 

system administrators are very useful to guarantee data collection and maintain digital system security [2]. 

Electronic system organizers are carried out with the aim that sites and applications that are not registered 

immediately register on the PSE-Kominfo website that has been implemented, in the Regulation of the Minister 

of Communication and Informatics Number 5 of 2022 [3].  

The PSE policy has received a lot of opinion from the public that it provides the first step in upholding 

Indonesia's digital sovereignty and can also create a safe digital space for users and entrepreneurs because all 

the provisions are regulated by law [4]. In article 1 paragraph (4) PP 71/2012 every electronic system operator, 

state administrator, business entity, and the public who provide, or operate electronic systems to users of 

electronic systems for the needs of themselves and other parties. So from the article that has been mentioned 

that electronic system operators are very important for Indonesia to be able to utilize electronic systems by 

state administrators, individuals, business entities, or the public which can be carried out for public or non-

public services [5].  

The implementation of Electronic Systems (PSE) is carried out by the government for citizens by 

conveying or operating electronic systems to users to obtain security and convenience for the community. 

Applications and sites used by the public must be registered on the PSE Web so that they can be managed by 

the Ministry of Communication and Information of the Republic of Indonesia. Applications that are often used 

by people who have registered with the electronic system operator policy are Facebook, Google, WhatsApp, 

Tiktok, Netflix, Gojek, and others.  

Public complaints against Kominfo's policy which issued Electronic System Operator (PSE) regulations, 

but the community views PSE policies as being able to take away freedom of access and data privacy in digital 

systems. This policy also blocks applications and sites that make people afraid because PSE contains threats to 

privacy and freedom rights on social media, one of which is Facebook [6]. Facebook is one of the popular 

social media applications among the general public, where users discuss and write about everyday life or talk 

about various topics that are currently being discussed [7]. Facebook users can provide opinions through 

comments, so comments can be in the form of opinions, suggestions, or criticisms of the issues being discussed, 

one of which is the Electronic System Operator (PSE) policy [8]. 

Public opinion can be processed to analyse sentiment towards a person's opinion by collecting data 

effectively and efficiently. From the opinion obtained from Facebook comments on one of the Indonesian 

Ministry of Communication and Informatics accounts which contains information about Electronic System 

Operators (PSE) which was uploaded on August 2, 2022 and in this information, there are comments used to 

analyse sentiment on Facebook social media. Sentiment analysis has been widely used in previous studies, 

most of which used comment data taken from social media such as YouTube, Facebook, Instagram, Twitter, 

and many more [9]. Sentiment analysis is also called data mining, data mining is a process in the form of a 

collection of knowledge data that is taken manually which contains opinions, sentiments and emotions 

expressed in text [10]. 

Community comments will be taken through a scraping process, scraping by extracting data or 

information from the intended site in retrieving datasets on the site or websites [11]. With the amount of data 

taken as many as 1146 data comments that go through the labeling process are given guidelines or labels 

containing numbers that will facilitate labeling. This number is a label that contains positive information for 

number 1 and negative for number 2. This results in 366 positive sentiments and 792 negative sentiments 

related to Electronic System Operator policies. The cleaning process is used to clean unnecessary words or 

punctuation from comment data taken from Facebook. 

This study carried out the data pre-processing process. The pre-processing process has several stages, 

Remove of punction, Tokenization, Stopword, Stemming, dan Case Folding. The pre-processing process is 

expected to comment on the data to be processed to produce clean data and can be used to see the results of the 

accuracy of the data to be processed [12]. In this study, the data was weighted using TF-IDF and the research 

method used for classification was using the Support Vector Machine which is a suitable method for this 

calculation. In this study will be tested using a confusion matrix to determine the value of accuracy, precision, 

recall and F1 score. 
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2. METHODS 

The method that will be used in this research is to take a dataset about "Public comments on Electronic 

System Operators (PSE) policies" which predict the accuracy of people's responses using the Support Vector 

Machine method which is carried out through several stages, starting with data collection through a scraping 

process. After the data is collected, a labeling process is carried out which gives positive and negative comment 

values. After the labeling process that assigns a class to each comment, the preprocessing stage is performed, 

which includes several steps: remove of punctuation, tokenization, stopword, stemming, dan case folding. After 

the preprocessing stage, the data is weighted using TF-IDF and processed into a Support Vector Machine model 

Figure 1. 

 

 
Figure 1. Methodology Flowchart 

 
2.1. Data Collection 

This study first collected data by taking comments from the Indonesian Ministry of Communication and 

Informatics Facebook fan-page which was uploaded on August 2, 2022 and has the most comments until 

August 2022. The sample data was collected using beautiful soup, with a total of 1446 data collected randomly 

about public response to the Electronic System Operator Policy. 

2.2. Data Labelling 

 Data labelling is done manually by giving a "positive" and "negative" value to each comment with the 

aim of knowing what opinion is in the dataset that is appropriate or not in accordance with the research theme 

and this process will be done manually [13]. The labelling given to the dataset used includes: 

• Positive word labelling is given a number (1): Explanation of comments containing community approval 

of the policies provided by the Ministry of Communication and Information and support for policies made 

as well as discussion outside the topic of electronic system operator policies. 

• Labelling of negative words is numbered (2): Explanation of comments that provide negative responses to 

policies made by the Ministry of Communication and Information and have an adverse impact on readers 

which will trigger favourable opinion responses to Electronic System Operator (PSE) policies made by 

Kominfo. 

In the labelling process itself, it is necessary to pay attention to the labelling guidelines, so that there are 

no errors in labelling each comment data shown in Table 1. 

 

Table 1. Labelling Guidelines 
Label Explanation 

Positive 

Explanation of comments containing public approval of the policies provided by the Ministry of 

Communication and Informatics and support for the policies made and also discussion outside the topic of 

electronic system implementation policies 

Negative 

Explanation of comments that give negative responses to policies made by the Ministry of Communication 

and Information and have a negative impact on readers which will trigger favourable opinion responses to 

Electronic System Operator (PSE) policies made by Kominfo 

 

2.3. Data Pre-processing 

In this research, the pre-processing stage will be carried out which will make clean sentences with several 

stages, namely as follows. 

Remove of punction, punctuation removal is a process used to remove punctuation marks, numbers, and 

other characters used in sentences [14]. At this stage of removing punctuation marks to facilitate the next pre-

processing stage.  
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Tokenization, tokenization is the process of breaking sentences into tokens, where each token is a 

separate word in the dataset based on punctuation marks such as commas (,) or dots (.) and also tokenization 

will break down the words used for the word weighting process [15]. A unigram token is a token that separates 

sentences into one word [16]. With the unigram token, the vocabulary used will have a clearer value [17]. The 

technique process will facilitate the next process or the word weighting process which will improve accuracy 

for the better.  

Stopword removal, this process will reduce the number of words that will not be used in the data [18]. 

This step is carried out after tokenization which will determine words that are not included in the conjunctions 

used in the master literature by removing the conjunctions contained in the master literary library [19] . 

Important words from the token results are retrieved using a stoplist algorithm (eliminating less important 

words) or wordlist (saving important words) [20], as in Figure 2. 

 

 
Figure 2. Stopword Removal Flowchart 

 

Stemming is the process of reducing words to their basic form by removing the endings to reduce the 

number of words and increase the accuracy of the analysis [18]. In Indonesian it is used to separate words into 

appropriate verb forms in the Big Indonesian Dictionary (KBBI). This process will use the Literature Master 

library which is a simple python library that provides Indonesian word stemming [21][22]. The purpose of 

stemming is to remove the inflection of words, this will greatly affect the calculation of the number of words 

that will be carried out during TF-IDF [23] . 

Case folding performed in the case folding process, uppercase is a process of unfirming words in 

comments, which aims to reduce waste of data storage for use in the classification process [24]. Case folding 

aims to run the calculation process optimally with word uniformity by changing the data format to uppercase 

(UPPERCASE) [25]. 

 

2.4. Classification by method Support Vector Machine 

This research classifies using the Support Vector Machine method to determine the value of accuracy, 

precision, recall and f1score. Support Vector Machine is a method that determines the dividing line between 

two classes or hyperplanes in this study [26]. The way the Support Vector Machine method works is a concept 

where this method tries to find the best hyperplane that functions as a dividing line between two classes and 

also the Support Vector Machine method uses kernel functions to be used on data that is not linearly separated 

[27]. This study will use testing with validation matrix confusion. 

The prediction model that uses the Support Vector Machine method classifies the two classes by finding 

the best hyperplane that serves as the dividing line between the two classes. Before finding the hyperplane, it 

is necessary to determine the margin distance that will be used for the distance between vectors so that there is 

no data noise during the classification process. To do this step, the first step is to determine the margin distance. 

The following is the equation for finding the width of the margin between vectors to get the classification 

between the two classes (1).  ||w||
2 is the Vector weight, w1

2 is the Weight value for positive data class and 
w2

2 is the Weight value for negative data class. 
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1

2
||w||2 =

1

2
(w1

2 + w2
2) (1) 

After obtaining the results of the widest distance for vector classification, the next step is to determine the 

placement of the hyperplane so that it can determine the centre line between classes so that noise does not occur 

during the classification process between classes. The following is the equation for determining the hyperplane 

line (2). 𝑦𝑖 is the Data class 𝑖, 𝑊 is the Support Vector Machine weight value that is perpendicular to the 

hyperplane, 𝑋𝑖 is the 𝑖-th data, 𝑏 is the Biased value and 𝑖 is the Data. 

 𝑦𝑖(𝑊. 𝑋𝑖 + 𝑏) ≥ 1, 𝑖 = 1,2,3, . . . . . , 𝑛 (2) 

After that, get the margin results and get the hyperplane placement results, then do the hyperplane 

visualization. In this study, a C value of 3 was used to control the margin used to produce the classification of 

research data with an accuracy of 75%. This research also carried out the process of pre-processing, modelling, 

and testing as many as 2 labels. In the pre-processing process is done with remove of punctuation, tokenization, 

stopword, stemming case folding. Then, the Support Vector Machine method will be modelled and the data 

will be divided into 80% training data and 20% test data. 

The Support Vector Machine classification was tested using the confusion matrix method. To calculate 

accuracy, the equation (3). 

 𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =  
𝑇𝑃 +  𝑇𝑁

𝑇𝑃 +  𝐹𝑁 +  𝐹𝑃 +  𝑇𝑁
 (3) 

To calculate precision, the equation (4). 

 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑃

𝑇𝑃 + 𝐹𝑃
 (4) 

To calculate recall, the equation (5). 

 𝑅𝑒𝑐𝑎𝑙𝑙 =
𝑇𝑃

𝑇𝑃 +  𝐹𝑁
 (5) 

F1score is a measure of model accuracy that takes into account precision and recall. Calculated using the 

equation (6). 

 𝐹1 𝑠𝑐𝑜𝑟𝑒 =
2 × 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 × 𝑅𝑒𝑐𝑎𝑙𝑙  

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 × 𝑅𝑒𝑐𝑎𝑙𝑙  
 (6) 

Note Information is shown in Table 2. 

 

Table 2. Note Equation Confusion Matrix 

Symbol Description 

TP (True Positive) The predicted result is positive and the actual result is also positive 

TN (True Negative) The predicted result is negative and the actual result is also negative 

FP (False Positive) The predicted result is positive but the actual result is negative 

FN (False Negative) The predicted result is negative but the actual result is positive 

 

3. RESULT AND DISCUSSION 

3.1. Data Labelling 

With the amount of data taken as many as 1158 data comments that go through the labelling process are 

given guidelines or labels containing numbers that will facilitate labelling. The number is a label that contains 

negative information for number (2), and positive for number (1). This resulted in 792 negative sentiments and 

366 positive sentiments related to Electronic System Operator (PSE) policies. The Clean-up Process is used to 

clean unnecessary words or punctuation from the comment data retrieved from Facebook. 

Then the results of data labelling are shown in Table 3. 

 

Table 3. Data Labelling 
No Comments Label 

1 “Tapi yang digagas kominfo ini gak bermanfaat semua lagi” Negative 

2 
“Subhanallah. Semoga kebijakan yang dibuat bermanfaat untuk masyarakat. Semoga PSE ini 

aman untuk kenyaman dalam sistem elektronik bagi masyarakat. Aamiin” 
Positive 
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This study contains comments that are negative, and positive as shown in Figure 3. 

 

 
Figure 3. Graph for Data Labelling for Comment 

 

3.2. Data Pre-processing 

The Clean-up process is used to clean unnecessary words or punctuation from the comment data retrieved 

from Facebook. The above process will produce data in Table 4. 

 

Table 4. Example Data Pre-processing 
Stages Result 

Before 

pre-processing 
tapi yang digagas kominfo ini gak bermanfaatnya semua anjer 

Remove of punctuation tapi yang digagas kominfo ini gak bermanfaatnya semua anjer 

Tokenization ‘tapi’, ‘yang’, ‘digagas’, ‘kominfo’, ‘ini’, ‘gak’, ‘bermanfaatnya’, ‘semua’, ‘anjer’ 

Stopword removal ‘digagas’, ‘kominfo’, ‘gak’, ‘bermanfaatnya’, ‘semua’, ‘anjer’ 

Stemming ‘gagas’, ‘kominfo’, ‘gak’, ‘manfaat’, ‘semua’, ‘anjer’ 

Case folding ‘GAGAS’, ‘KOMINFO’, ‘GAK’, ‘MANFAAT’, ‘SEMUA’, ‘ANJER’ 

 

3.3. Testing 

After testing, accuracy, precision, recall, and F1 score values will be generated from the confusion matrix 

shown in Table 5. 

 

Table 5. Result Confusion Matrix 
 POSITIVE NEGATIVE 

POSITIVE 41 42 

NEGATIVE 15 148 

 

The percentage of accuracy produced by the Support Vector Machine method is 75%. Percentage of 

precision, recall, and F1 scores for each label can be seen in Table 6. These results indicate that the classifier is 

able to correctly classify 75% of the data based on the labels given in the study. The values for precision, 

recovery and F1 scores in Table 6 provide more detailed information about the performance of the classifier 

for each label. Precision measures the proportion of true positive predictions among all the positive predictions 

made by the classifier. Remember to measure the proportion of predicted true positives among all actual 

positive events. The F1 score is a measure that combines precision and memory, this is the harmonic average 

of precision and memory shown in Table 6. 

 

Table 6. Percentage Result of Each Label 

Label Precision Recall 𝐅𝟏𝐬core Accuracy 

Positive 58% 33% 42%  

Negative 78% 91% 84%  

Support Vector Machine    75% 

792

366

Data labeling for comment

Negative Positive
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The prediction model of this study chose Unigram tokenization with an accuracy of 70% and the largest 

percentage value was obtained for negative labels due to the large amount of data labelled negatively during 

the data labelling process, and resulted in 78% precision, 91% recall, and 84% F1 score. The accuracy results 

obtained were 75%, while using the Random Forest Classifier method it was obtained 60%, because this study 

used 2 labels, namely positive and negative, while the Random Forest Classifier used 3 labels, namely negative, 

positive and neutral. This study also tested the 2×2 confusion matrix, because it uses 2 labels, while the Random 

Forest Classifier method uses 3 labels and uses the 3x3 confusion matrix test. 

 

4. CONCLUSIONS  

The classification results using the Support Vector Machine method on comments posted on August 2, 

2022, on the Facebook fan page of the Indonesian Ministry of Communication and Information Technology 

that received public opinions or feedback on the policy of electronic system providers that blocked some 

unregistered applications and performed scraping using Python programming language and pre-processing 

regarding Electronic System Policy (PSE) comments. This study produced a classification with a total of 1128 

pre-processed data, and the majority of the classification was negative. This study has good accuracy, precision, 

recall, and F1 score values. The classification results using several pre-processing steps with the Support Vector 

Machine method had an accuracy of 75%, with the highest percentage value obtained in the negative label, 

namely precision of 78%, recall of 91%, and F1 score of 84%, which will be implemented on a website to be 

used as an evaluation material for the government. This study shows that the use of pre-processing steps and 

the Support Vector Machine method is effective in classifying comments on the Electronic System Provider 

(PSE) policy in Indonesia. 

 

5. FUTURE WORKS 

 The future of this research suggests several recommendations for future studies. The research is expected 

to implement automatic scraping that collects public comments on government policies and processes them 

with several pre-processing stages. The research is expected to be improved with better methodology to achieve 

higher levels of accuracy. Additionally, the research is expected to be continued with a comparison of other 

related sentiment analysis methods. 
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