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Guava has various types and each type has different nutritional content, 

shapes, and colors. It is often difficult for some people to recognize guava 

correctly with so many varieties of guava on the market. In industry, the 

classification and segmentation of guava fruit is the first important step in 

measuring the guava fruit quality. The quality inspection of guava fruit is 

usually still done manually by observing the size, shape, and color which is 

prone to mistakes due to human error. Therefore, a method was proposed to 

detect and classify guava fruit automatically using computer vision 

technology. This research implements a Mask Region-Based Convolutional 

Neural Network (Mask R-CNN) which is an extension of Faster R-CNN by 

adding a branch that is used to predict the segmentation mask in each region 

of interest in parallel with classification and bounding box regression. The 

system classifies guava fruit into each category, determines the position of 

each fruit, and marks the region of each fruit. These outputs can be used for 

further analysis such as quality inspection. The performance evaluation of 

guava detection and classification using the Mask R-CNN method achieves an 

mAR score of 88%, an mAP score of 90%, and an F1-Score of 89%. It can be 

concluded that the proposed method performs well in detecting and classifying 

guava fruit. 
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1. INTRODUCTION 

One of the edible and popular fruits in Indonesia is the Guava fruit. Guava is a fruit originating from 

countries in Central America such as Brazil, Venezuela, Colombia, and Mexico. Guava production over the 

last 3 years has increased dramatically because of the high market demand. The data obtained from the Badan 

Pusat Statistik Indonesia (BPS) shows that Guava fruit production in 2019 was 239,407 tons and in 2020 was 

396,268 tons, an increase of 60%. Guava has a delicious taste and rich nutritional content such as vitamin C, 

vitamin A, antioxidants, and other nutrients. It provides various benefits such as preventing diarrhea, metabolic 

disorders, diabetes, and obesity [1]. Each type of guava has different nutritional contents and benefits [2]. 

Currently, the easiest way to recognize the type of guava fruit is based on its shape, size, and color. However, 

it is often difficult for some people to recognize guava correctly with so many varieties of guava on the market. 

This can happen due to the different perceptions of several factors when selecting guava fruit. So sometimes 

buyers don’t know the type of guava they want to buy. The quality inspection of guava fruit is usually still 

done manually by observing the size, shape, and color which is prone to mistakes due to human error. Based 

on the description of the problems, a solution can be proposed by utilizing computer vision technology.  

Computer vision has been widely implemented for fruit classification [3]–[9] and detection [10]–[14]. 

Some reviews about fruit classification [15], [16] show that computer vision methods have high performance 

when applied to this task. The methods can be divided into machine learning approaches [3], [5], [7] or modern 

deep learning approaches [4], [6], [8]–[14]. In this research, a method to detect and classify guava fruit was 

proposed using the Region based Convolutional Neural Network (R-CNN), which is the Mask R-CNN model 

[17]. R-CNN [18] is based on a CNN [11] and has been widely used in object detection [19]–[21]. The concept 

of the R-CNN model is explained in the following steps. In the first step, the region proposal method (RPN) is 

used to look for parts of the image that may be an object. In the second step, each part is used as input for CNN. 

And lastly, each feature generated by CNN becomes the input for SVM and linear regressors. The R-CNN 

model is improved into a Fast R-CNN [22] and then to a Faster R-CNN [23] that is faster in terms of computing. 

Then after faster R-CNN, there is the Mask R-CNN method [17] which is an extension of Faster R-CNN by 

adding branches that are used to predict the segmentation mask in each region of interest in parallel with 

classification and bounding box regression.  

The benefit of using Mask R-CNN is shown in its complete solution for computer vision tasks where 

classification, detection, and segmentation are performed in one architecture. It also has been implemented for 

fruit detection [10], [11] and achieves a good result. Yu et al. introduced the use of the Mask R-CNN method 

in detecting strawberries [10]. The research was conducted by combining ResNet50 as a backbone network 

with Feature Pyramid Network (FPN) architecture for feature extraction. In their study, the RPN was 

thoroughly trained to make regional proposals for each feature map. The results showed 95.78% of precision 

and 89.85% of intersection over union (IoU). The prediction results of 573 ripe fruit-picking points show that 

the average error is around 1.2. This method increases universality and resilience in non-structural 

environments. Ganesh et al. implemented the Mask R-CNN method in detecting and segmenting orange fruits 

[11]. A deep learning approach consisting of HSV images and RGB images taken from an orange orchard with 

natural lighting. This study compares the results using RGB images with RGB + HSV. The results show that 

adding HSV data will increase the precision to 0.975. These results show that the presence of HSV data with 

RGB images can significantly reduce the positive rate error, namely increasing the precision score and 

increasing the mask segmentation performance. 

In this research, a method was proposed to classify and perform segmentation of guava fruit using Mask 

R-CNN. The contribution of this research is shown in the use of the Mask R-CNN model that produces output 

for classification, detection, and segmentation in a single architecture. The proposed method can determine the 

type of guava fruit, locate the position of each guava fruit, and mark the segmented region of each guava fruit 

found in the image even in the wild where guava fruit is captured hanging in their trees. The result of this step 

can be used later for guava quality inspection. The rest of the paper is explained as follows. Section 1 introduces 

the background problems and related works, section 2 presents the proposed method, section 3 presents the 

result and discussion and finally, section 4 presents the conclusion of this work. 

 

2. METHODS 

The general step of the proposed guava fruit classification and segmentation method is shown in Figure 

1. Based on Figure 1, the proposed method uses the Mask R-CNN model to detect, classify and perform 

segmentation of guava fruit image. In the preprocessing step, the dataset which is guava fruit images are resized 

and normalized. The image is fed into a CNN model namely ResNet101 [24] as the backbone followed by 

FPN. This process produces feature maps to construct region proposals via Region Proposal Network (RPN). 

The ROI then aligned and branched to convolutional networks to produce the mask for segmentation and to 
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fully connected layers to classify the image and construct the bounding box for detection. The outputs of this 

network are masks for segmentation, bounding box coordinates for detection, and fruit categories.  

 
Figure 1. The proposed detection and classification method using Mask R-CNN. 

 

Mask R-CNN is based on CNN architecture. CNN is a deep learning algorithm developed from the Multi-

Layer Perceptron (MLP). This MLP algorithm is used to process two-dimensional data. CNN algorithm 

consists of several layers, including an input layer, an output layer, and several hidden layers. This hidden layer 

is filled with convolutional layers, fully connected layers, and pooling layers. The convolutional layer is the 

main block of CNN in which some filters are learned by performing convolution operations which have the 

aim of extracting features and studying feature representations from the input layer. The pooling layer has the 

function of reducing the spatial size of the convolution features. The pooling layer has two types, namely max-

pooling which returns the maximum value, and average pooling which returns the average value of the image 

covered by the kernel. A fully connected layer is used to perform transformations on the data dimensions to be 

able to classify data linearly. In this research, ResNet-101 [24] is used as the backbone for the Mask R-CNN. 

The architecture of ResNet-101 is shown in Figure 2. Based on Figure 2, ResNet-101 has deep layers with 

residual connections. Although ResNet-101 has deeper layers, the complexity is smaller, for example, compare 

to VGG16 [25]. The deeper layer will extract richer features representation and with low complexity, the 

computation will be faster.  

 

 
Figure 2. ResNet-101 architecture [24]. 

 

Mask R-CNN [17] is a model created through the development of a Faster R-CNN [23], in a simple 

concept this Mask R-CNN is a Faster R-CNN algorithm that has two outputs for each candidate object, 

bounding box offset, and class label. The Mask R-CNN can detect objects in an image and at the same time 

perform mask segmentation. Instance segmentation is almost the same as object detection, where each object 

is detected one by one and then combined with semantic segmentation so that each object's location, class, and 

pixel can be distinguished. Mask R-CNN applies multiple backbone architecture in extracting features. 

Backbones that can be used for Mask R-CNN are ResNet and FPN. The RPN process produces a Region of 

Interest (RoI) to become an input for the instance detection and segmentation network. More details can be 

seen in [17]. Several hyperparameters can be set when conducting Mask R-CNN training including epochs, 

steps per epoch, step validation, the CNN backbone, the number of classes, network architecture, the image 

dimension, RPN, Non-Maximum Suppression (NMS) threshold, and mean pixel of the training dataset.  

The Mask R-CNN is divided into 3 parts, namely features extraction network, regions proposal network, 

and instance detection and segmentation networks. Feature extraction is used to extract the information 
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contained in the image. In addition, feature extraction also aims to present the information that has been taken 

into a lower-dimensional space, so the classification process will be easier. The Mask R-CNN algorithm 

architecture combines ResNet101 and FPN (Feature Pyramid Network) in generating ROI features when 

performing feature extraction. FPN is a basic component in a recognition system that aims to detect objects at 

different scales using the same image. There are two ways of processing information carried out by FPN, 

namely bottom-up and top-down. ResNet is used to extract bottom-up data processing. The higher spatial 

dimension will increase the semantic value. The top-down processing will increase the resolution of the 

semantic layer but the object location is not precise. FPN will add lateral connections between reconstructed 

layers and appropriate map features to help detectors predict the locations. Lateral connection is an addition 

and convolution operation between the two corresponding labels of the two pathways. Finally, the outputs of 

Mask R-CNN are generated from the convolutional layers that produce a mask for segmentation and from the 

fully connected layer that produces a classification label and bounding box of object position.   

 

3. RESULT AND DISCUSSION 

The proposed method is run on GPU provided by Google Colab, written in Python with TensorFlow, 

OpenCV, and Scikit-Learn libraries. In this section, the dataset, the experiment, and the performance evaluation 

results will be discussed in detail. 

 

3.1.  Dataset 

The data that will be used in this research is image data consisting of 4 types of popular guava in 

Indonesia, namely crystal guava (jambu biji kristal), Bangkok guava (jambu biji Bangkok), red breadfruit guava 

(jambu biji sukun merah), and red brittle guava (jambu biji getas merah). This image data is mainly obtained 

by taking directly guava fruits in a uniform background using a camera that has a 12 MP resolution and some 

additional images are downloaded from the internet. The number of image data that has been collected is 880 

images which will be divided into training and validation data with a 70%:30% ratio respectively [26]. In 

addition to training and validation data, researchers also collect data for testing. The results of data collection 

that will be used for training, validation, and testing can be seen in Table 1. 

 

Table 1. The guava fruit dataset 
Type of data Number of class Extension Total data 

Training Data 4 .jpg 616 

Validation Data 4 .jpg 264 

Testing Data 4 .jpg 200 

 

Based on Table 1, 616 images will be used for training where there are four classes of guava fruit. To 

validate the model, a total of 264 images are used. After the model is trained and achieves high performance, 

the trained model is tested on 200 new data. Figure 3 shows the sample of the guava fruit images used in this 

research where 3(a) is the Bangkok guava, 3(b) is the crystal guava, 3(c) is the red breadfruit guava, and 3(d) 

is the red brittle guava.  

 

    
(a) Bangkok guava (b) Crystal guava (c) Red breadfruit guava (d) Red brittle guava 

Figure 3. Sample of fruit images 

 

3.2.  The Training Process 

The training process using 100 epochs lasted for 3 hours 6 minutes 3 seconds. In the training process of 

this model, each step will produce a loss function value, bounding box loss, mask loss, and validation loss. 

This loss value continues to fall with the increasing number of steps. For more details regarding the loss score 

for all epochs during the training process, see Figures 4(a), 4(b), and 4(c) which are the graph of the loss score, 

bounding box loss, and mask loss respectively obtained from the training and validation process. The orange 

line is the result of the training while the blue line is the result of the validation. On each graph we can see that 
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the loss has decreased during the training, this indicates that the output generated by the model is closer to the 

correct prediction as the epoch increase.  

 
(a) Loss during training (orange line) and validation (blue line) 

 

 
(b) Bounding box loss during training (orange line) and validation (blue line) 

 

 

(c) Mask loss during training (orange line) and validation (blue line) 

Figure 4. Graph of loss during training and validation. 
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3.3.  Performance Evaluation 

The performance evaluation is conducted by testing the trained model to detect and segment Bangkok 

guava, red breadfruit guava, crystal guava, and red brittle guava on 200 images with 50 images for each type 

of guava. The test data mainly consists of guava captured in the wild or still hanging on the tree. Table 2 shows 

the classification, detection, and segmentation result from test data. 

 

Table 2. The classification, detection, and segmentation result 

Guava Type Input Image Result  

Bangkok Guava 

  

Crystal Guava 

  

Red Breadfruit Guava 

  

Red Brittle Guava 

  

 

A confusion matrix is usually used to measure accuracy based only on true positive, false positive, true 

negative, and false negative. However when it comes to detection or segmentation, these metrics are not 

representative, and even in classification, accuracy is not always the metric that will yield the best model. In 

this research, mean average precision (mAP), mean average recall (mAR), and F1-score is used to measure the 

performance of the proposed method. Average precision (AP) is the most frequently used metric in object 

detection tasks. The easiest way to calculate AP is to calculate the AUC (Area under Curve) of the Precision-

Recall curve. In practice, AP is the average precision across all recall values between 0 and 1. For multi-object 

detection tasks, AP will be averaged to produce a final value called Mean Average Precision (mAP). Similar 

to AP, average recall (AR) is also a numerical metric that can be used to compare the performance of detection 

tasks. For multi-object detection, mean average recall (mAR) is used by averaging the AR of k-classes. From 

the experiment results, the model gets an mAP score of 0.90, an mAR score of 0.88, and an F1 score of 0.89. 

Thus, it can be concluded that the proposed method performs well in guava fruit detection, classification, and 

segmentation. 
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4. CONCLUSIONS 

The method used in this research is the Mask Region-Based Convolutional Neural Network (Mask R-

CNN) which can be used for object detection and segmentation. The objects used in this study were 4 types of 

popular guava fruit in Indonesia namely Bangkok guava, crystal guava, red breadfruit guava, and brittle red 

guava. The dataset is guava fruit images that are divided into 616 training data, 264 validation data, and 200 

test data. After configuring the hyperparameter and training the Mask R-CNN model, the performance 

evaluation on test data shows a mean Average Precision score of 0.90, a mean Average Recall score of 0.88, 

and an F1 Score of 0.89. It can be concluded that the proposed method is capable of detecting, classifying, and 

segmenting 4 types of guava quite well. The failure of object detection in the test data is caused by several 

factors such as poor photo quality, light intensity, and also the distance of the camera which causes the object 

to become small so that it cannot be recognized by the system. For future works, the proposed method will be 

trained for more classes of guava and add the quality category to the classification branch.   
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