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CSE is crucial for OFDM systems to handle multipath fading in wireless 

channels. While CS techniques like SOMP are computationally efficient, their 

performance is limited by basis mismatch and noise sensitivity. This paper 

presents a comprehensive comparison between SOMP and DL approaches 

using LSTM, BiLSTM, and GRU networks for CSE in V2V communication. 

The performance of the proposed DL models is rigorously evaluated in a 

realistic V2V communication scenario utilizing the 3GPP standard vehicular 

channel model within an OFDM system, with estimation accuracy assessed 

based on MSE. Experimental results demonstrate that the DL architectures 

significantly outperform SOMP, achieving a reduction in MSE by up to 15 dB 

and a reduction in BER by up to three orders of magnitude at high SNRs 

while maintaining robust performance in high-mobility highway 

environments. The study establishes DL, particularly the efficient GRU 

model, as a superior paradigm for accurate and adaptive channel estimation in 

modern wireless communication systems, thereby contributing to safer and 

more reliable V2V communication essential for next-generation intelligent 

transportation systems. The proposed models are trained to accurately 

estimate the CSI, which is subsequently utilized for the final detection of the 

transmitted data. 
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1. INTRODUCTION 

ITS have evolved to enhance road safety and traffic efficiency through driver-assist technologies [1]-

[3]. A primary focus is the development of V2V and V2X communication, which enables sensor-equipped 

vehicles to exchange information. V2V facilitates benefits such as reduced traffic infrastructure reliance, 

lower fleet logistics costs, and reliable, low-latency communication [4][5]. Its applications, such as 

emergency lane switching [6][7], and collision avoidance during common maneuvers [8][9], demonstrate its 

significant potential to prevent accidents and improve safety. OFDM is a prominent modulation technique for 

modern wireless networks, valued for its high spectral efficiency, robustness to multi-path fading and 

interference, and superior BER performance [10][11]. These attributes make OFDM particularly suitable for 

V2V communication. However, V2V channels pose significant estimation challenges due to Doppler shifts 

from vehicle motion and signal degradation from environmental reflections and refractions.  While traditional 

CS-based methods like SOMP have been applied to sparse channel estimation, their performance is limited in 

highly dynamic vehicular channels due to basis mismatch and noise sensitivity. This limitation motivates the 

exploration of data-driven approaches capable of learning temporal channel dynamics. In recent years, DL 

has emerged as a powerful tool for capturing complex patterns in time-varying systems, making it well-suited 

for V2V channel estimation. Consequently, this study investigates DL-based sequence models (LSTM, 

BiLSTM, and GRU) as adaptive and robust alternatives to conventional CS estimators. The design of 

effective CSE in V2V communication is fundamentally challenged by high relative mobility leading to 

significant Doppler shifts, rapid time-variation of the channel, and the need to operate with sparse pilot 

insertion to maintain high spectral efficiency [12]-[14]. 

Channel estimation is vital in CS, especially for V2V, where CS exploits channel sparsity for high-rate 

transmission [15][16]. However, traditional models cannot capture the fast-varying V2V dynamics caused by 

high mobility and scattering [17], requiring adaptive estimators for such environments [18][19]. While 

SOMP is computationally efficient for recovering sparse channel impulse responses, its practical 

performance is severely limited by two key factors in vehicular environments. First, basis mismatch arises 

because the actual channel delays (taps) in a physical channel often do not align perfectly with the discrete 

delay bins of the assumed sparse basis (typically the DFT matrix) [20][21]. This non-ideal alignment smears 

the channel energy across multiple bins, destroying the strict sparsity assumption and significantly degrading 

the recovery accuracy. Second, SOMP is highly sensitive to noise. As a greedy iterative algorithm, the 

process of selecting the best matching 'atom' (channel tap) at each step is based on the inner product with the 

current signal residual. In low SNR environments, noise can dominate the residual, causing the algorithm to 

incorrectly select non-sparse indices, thereby leading to substantial channel estimation errors [22][23]. A 

significant research gap exists in developing estimation techniques that can effectively capture the inherent 

temporal correlation of dynamic V2V channels while mitigating the performance degradation caused by basis 

mismatch and noise sensitivity inherent in traditional sparse recovery methods like SOMP. While CS 

techniques provide a framework for sparse signal recovery, their reliance on ideal assumptions often fails in 

real-world vehicular channels where sparsity is imperfect, and noise is prevalent. To overcome these 

limitations, DL offers a paradigm shift from model-based to data-driven estimation, enabling the learning of 

channel characteristics directly from received signals. This paper, therefore, transitions from traditional CS 

methods to DL-based solutions, focusing on recurrent architectures that inherently model temporal 

correlations in V2V channels [24]-[27]. 

Beyond conventional model-based channel estimation, DL has emerged as a powerful, data-driven 

paradigm for wireless communications [28]-[33]. This paper leverages this capability by proposing DL-based 

RNN-LSTM, BiLSTM, and GRU, for adaptive CSE. Conventionally, CSI is estimated using known pilot 

symbols [34]-[36]. DL has recently gained popularity in wireless communications for its data-driven learning 

capability [37]. Specifically, DNNs show promise for sparse recovery, with architectures like LSTM and 

GRU demonstrating superior performance with limited pilots due to strong learning and generalization [38] 

[39]. Furthermore, DL methods offer computational advantages, including efficient parallelization and 

support for low-precision data types [40]. Additionally, the implementation of DL algorithms can be highly 

parallelized and constructed simply using low-precision data types [40][41] . The core advantage of 

employing LSTM, BiLSTM, and GRU networks lies in their ability to model the time-varying nature of the 

vehicular channel. Traditional estimation techniques, such as LS, MMSE, and even sparse methods like 

SOMP, are typically applied in a symbol-by-symbol or frame-by-frame manner, treating each OFDM 

symbol's CSI estimate largely independently. 

In contrast, LSTM and GRU are specialized RNN equipped with gating mechanisms and internal 

memory cells. These architectural features allow the models to learn and exploit the strong temporal 

correlation that exists between consecutive OFDM symbols in a fast-fading channel. By processing a sequence 



ISSN: 2685-9572 Buletin Ilmiah Sarjana Teknik Elektro  1015 

 Vol. 7, No. 4, December 2025, pp. 1013-1030 

 

 

Eman Rashedy (Deep Learning-based Channel State Estimation for V2V OFDM Communication: A 

Comparative Study of LSTM, BiLSTM, and GRU Networks) 

of pilot symbols over time, the recurrent models effectively utilize the history of the channel to accurately 

predict its current and future state, enabling them to track rapid channel variations with far greater precision 

than non-sequential estimation methods. 

The adoption of DLNNs is further supported by the work in [40], which highlights their data-based 

nature and minimal computational complexity, especially when utilizing specialized hardware like GPUs [42]. 

Its ability to learn complex, non-linear patterns is particularly well-suited for capturing the dynamic 

nature of V2V channels. However, while prior studies have successfully applied DL models like LSTMs, 

BiLSTM, and GRUs to channel estimation [43]-[45], their evaluation in high-mobility V2V scenarios under 

standardized channel models (e.g., 3GPP VA) remains limited. Furthermore, existing architectures often 

introduce complexity such as hybrid CNN-RNN designs [43], that may not be optimal for the low-latency 

requirements of onboard vehicular processing. A clear, direct comparison of the fundamental recurrent units 

(LSTM, BiLSTM, GRU) for V2V-OFDM channel estimation, focusing on their accuracy-complexity trade-

off, is lacking in the literature. To overcome the constraints of model-based methods in dynamic environments, 

data-driven ML approaches have gained significant research interest. DL, in particular, has shown strong 

promise for channel estimation due to its ability to learn optimal estimation parameters directly from data and 

adapt to complex, time-varying channel conditions [30],[26]. The proposed estimators are evaluated within an 

OFDM system operating under the demanding 3GPP VA channel model, which is representative of high-

mobility V2V scenarios.  

The main contributions of this work are summarized as follows: 

• Propose and evaluate three DL sequence models, LSTM, BiLSTM, and GRU, for the first time in a 

comparative study for V2V OFDM channel estimation under the high-mobility 3GPP VA channel 

model. 

• Demonstrate the superiority of the proposed DL methods, achieving a reduction in BER by up to three 

orders of magnitude compared to the SOMP algorithm at high SNR 

• Provide a comprehensive performance analysis across multiple practical system configurations, 

including varying GI lengths and numbers of receiver antennas (M). 

• We evaluate the proposed DL LSTM estimator against other DL approaches, including the BiLSTM 

model from [43],[46]. 

• Evaluate the impact of different optimization algorithms, Adam, RMSProp, SGDm on estimator 

performance, establishing best practices for training.  
The remainder of the paper is organized as follows: Section 2 presents the methods: system and model 

architecture. Section 3 details the results and discussion. Finally, Section 4 provides the conclusions and 

future work. 

 

2. METHODS: SYSTEM AND MODEL ARCHITECTURE 

The block diagram of a conventional OFDM communication system is shown. In our study, we 

implement a single-user OFDM configuration. The system's structure in Figure 1 uses conventional 

transmitting and receiving components. The transmitted frequency-domain symbols 𝑋(𝑘) on 𝑁𝑆𝐶 subcarriers 

are transformed into a time-domain signal 𝑋̂(𝑛) via the IDFT: 

 𝑋̂(𝑛) = 𝐼𝐷𝐹𝑇 𝑋{(𝑘)} =  ∑ 𝑋(𝑘)𝑒(𝑗2𝜋𝑘𝑛 𝑁⁄ )

𝑁𝑆𝐶−1

𝑘=0

 (1) 

where 𝑗 is the imaginary unit. A CP is appended to mitigate inter-symbol interference (ISI).  

The signal is then transmitted over a time-varying multipath channel. The received time-domain signal 

 𝑦(𝑛) is given by: 

 𝑦(𝑛)  =  𝑥(𝑛)  ⊙  ℎ(𝑛)  +  𝑤 (𝑛) (2) 

where ⊙ denotes circular convolution, 𝑥(𝑛) is the transmitted signal, ℎ(𝑛) is the channel impulse response 

(CIR), and 𝑤(𝑛) is (AWGN) with zero mean. 

At the receiver, after CP removal, the signal is converted back to the frequency domain via the DFT: 

 𝑦(𝑘)  =  𝑥(𝑘) ℎ(𝑘)  +  𝑤 (𝑘) (3) 
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where 𝑌(𝑘), 𝑋(𝑘), 𝐻(𝑘) 𝑎𝑛𝑑  𝑤 (𝑘)  are the frequency-domain representations of the received signal, 

transmitted signal, channel frequency response, and noise, respectively. 

 

 
Figure 1. Traditional OFDM system block diagram [37] 

 

2.1. Channel Estimation Using Neural Networks with Deep Learning 

The architecture of the suggested DL-based channel estimation method is explained in great detail in 

this section. Next, we give a quick explanation of how the training phases are carried out. 

 

2.2. Proposed Deep Learning Architecture for CSE 

The core of our method involves three RNN variants chosen for their inherent ability to model temporal 

sequences: LSTM, BiLSTM, and GRU [47]-[49]. These networks are designed to exploit the temporal 

correlations in the channel state across consecutive OFDM symbols, a feature that traditional symbol-by-

symbol estimators like SOMP cannot leverage effectively [50]-[53]. Figure 2 illustrates a typical LSTM NN 

cell. The LSTM contains internal "gates" that regulate the information flow. 

 

 
Figure 2.  Structure of an LSTM cell with multiple gates 

 
2.2.1. LSTM-based Estimator 

LSTM networks address the vanishing gradient problem in standard RNNs through a gated cell 

structure. A typical LSTM cell (Figure 2) contains an input gate (𝑖𝑡), forget gate (𝑓𝑡), output gate (𝑜𝑡), and a 

cell state (𝑐𝑡). The gates regulate the flow of information, allowing the network to retain long-term 

dependencies. The operations are defined as [54]-[58]: 

 𝑖𝑡 = 𝜎𝑔(𝑤𝑖𝑥𝑡 + 𝑅𝑖ℎ𝑡−1 + 𝑏𝑖) (4) 

 𝑓𝑡 = 𝜎𝑔(𝑤𝑓𝑥𝑡 + 𝑅𝑓ℎ𝑡−1 + 𝑏𝑓) (5) 

 𝑔𝑡 = 𝜎𝑐(𝑤𝑔𝑥𝑡 + 𝑅𝑔ℎ𝑡−1 + 𝑏𝑔) (6) 
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 𝑜𝑡 = 𝜎𝑔(𝑤𝑜𝑥𝑡 + 𝑅𝑜ℎ𝑡−1 + 𝑏𝑜) (7) 

 𝑐𝑡 = 𝑓𝑡 ʘ𝑐𝑡−1 + 𝑖𝑡  𝑔𝑡 (8) 

 ℎ𝑡 = 𝑜𝑡  ʘ 𝜎𝑐  (𝑐𝑡) (9) 

where 𝜎𝑔 is the sigmoid function, 𝜎𝑐 is the hyperbolic tangent function, and ⊙ is element-wise 

multiplication.  

Our DLLSTM-NN architecture for CSE consists of a sequence input layer (size 256), an LSTM layer 

(16 hidden units), a fully connected layer (size 4), and a regression output layer (Figure 3). The input gate 

and the forget gate are the two gates that control how cell values are updated in an LSTM network. The 

suggested CS estimator's structure is shown in Figure 3. 

 

 
Figure 3. Flowchart of the proposed research methodology for DL-based channel state estimation 

 
2.2.2. GRU-based Estimator 

The GRU is a more streamlined variant of the LSTM [59], designed for similar performance with lower 

computational complexity. It combines the forget and input gates into a single update gate (𝑧𝑡) and employs a 

reset gate 𝑟𝑡 (Figure 4). This simplification often leads to faster training. The proposed DLGRU model 

follows a similar structural layout as the LSTM model (Figure 5) [59][60]. Unlike LSTM, the GRU controls 

both the forget and output update parameters through a single update gate, reducing computational 

complexity. This streamlined design enables the GRU to retain LSTM-like performance while accelerating 

training. Additionally, the GRU uses only two gates, a reset gate and an update gate, compared to the 

LSTM’s more complex architecture. Figure 5 illustrates the proposed DLGRU model layout. Where 𝑋𝑖𝑗  

indicates the 𝑖𝑡ℎ sample data sent for the 𝑗𝑡ℎ category, 𝑁 stands for the total number of samples, 𝐶 for the 

total number of classes, and  𝑋̂𝑖𝑗 (k) is the output of the suggested estimator for sample 𝑖 for category 𝑗. 

 

 
Figure 4. Structural diagram of a gated recurrent unit (GRU) cell 
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Figure 5. Layout of the proposed DL-based GRU model featuring different layer configurations 

 
2.3. Training of the Proposed DL Model 

The suggested DLLSTM NN-based CSE is integrated into the traditional OFDM system to provide an 

explicit estimation of the channel conditions. Model training and model implementation are the two main 

stages of DL approaches. The received OFDM signals, which are generated with a variety of information 

sequences and under variant channel parameters with certain statistical features, are used to train the 

proposed CSE offline. The training dataset is made for an OFDM system with a single user, in which each 

OFDM frame consists of pilots and transmitted data symbols. The original broadcast data and the received 

OFDM signal, which is tainted by noise and current channel characteristics, make up the required training 

dataset. The offline CSE that was previously taught generates output that represents the transmitted data 

without specifically calculating the wireless channel during the online implementation phase [61]-[64]. This 

study trains the proposed estimator using the Adam optimizer. By using a particular loss function, it modifies 

weights and biases to reduce the discrepancy between the estimator's outputs and the sent data [42],[65]-[67]. 

The training process for the proposed DL models, including data generation and offline learning, is illustrated 

in Figure 6, which also serves as a general representation for both LSTM and GRU training workflows. 

 

 
Figure 6. Offline training data generation and DL workflow for the proposed CSE estimators 

 
3. RESULTS AND DISCUSSION 

3.1. Experimental Setup and Reproducibility 

To ensure full transparency and reproducibility, the experimental setup is detailed here. All simulations 

were conducted using MATLAB R2021a. A dataset of 100,000 OFDM frames was generated under the 

3GPP Vehicular A (VA) channel model across a range of SNR conditions (0–20 dB). The dataset was 

partitioned into training (70%), validation (15%), and testing (15%) sets. A fixed random seed (rng (42)) was 

used across all experiments to ensure consistent and comparable results for all evaluated methods. The 

models were implemented and trained on a system equipped with an NVIDIA GPU. This work provides 

comprehensive experimental validation of the proposed CS estimator for OFDM wireless systems. The 

estimator was trained on simulated datasets and benchmarked against the conventional SOMP-based CS 

estimator, with a comparative analysis of BER performance under different SNR conditions. Following 

training on the gathered simulation data sets, the suggested estimator was contrasted with the traditional 

SOMP CSE in terms of different SNRs for BER. 
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This section contains a number of experiments that demonstrate the performance of the deeper LSTM, 

BiLSTM, and GRU-based CSE. As a result, it was trained offline using the simulated data sets, and after that, 

the SNR of its BER was compared to several estimations. On the other hand, to test how the suggested 

estimator performs under different learning methodologies, it will be trained in the current simulations using 

a range of optimization techniques. The deeper LSTM NN, GRU architecture parameters, and training 

choices are compiled in Table 1. The OFDM system and channel parameters are listed in Table 2. The 

present numerical investigation utilizes several optimization algorithms, including SGD with momentum 

(SGDm), RMSProp, and Adam. The estimator is trained using these methods to facilitate a comparative 

evaluation of their respective performance impacts [38],[68][69]. 

 
Table 1. Summary of the DL LSTM-NN and DL GRU network architecture parameters and training options 

Value Parameter 

Size of the LSTM and GRU layer 16 hidden neurons 
Size of Input 256 

Size of the fully connected layer 4 

Mini Batch Size 1000 
No. of Epochs 1000 

Optimization algorithm Adam, RMSProp, and SGDm are used in DLLSTM, and Adam is used in DLGRU 

 
Table  2. Summary of OFDM system and channel parameters used in simulations 

Parameter Value 

Number of subcarriers 64 

Modulation mode Quadrature phase shift keying (QPSK) 

No of paths 24 
No of subcarriers 64 

GI Lengths 16,180 

No. of receiver antenna (M) 1,4 

Carrier frequency (𝑓𝑐) 2.6 GHZ 

 

3.2. Performance Evaluation Under Varying Guard Intervals and Antenna Configurations 

This section evaluates the impact of GI lengths and the number of receiver antennas (M) on system 

performance. We compare the proposed DL estimators (LSTM, BiLSTM, and GRU) against the conventional 

SOMP method. All models are trained using the Adam optimizer unless otherwise stated. In Figure 7, the 

BER performance of three different CSE methods (SOMP, LSTM, and BiLSTM) under identical conditions 

(GI=180, M=4) using Adam optimization, across varying SNR levels (0-20 dB). BiLSTM achieves the 

lowest BER (best performance), especially at higher SNR (>10 dB), reaching ~10−4. LSTM follows closely 

but shows marginally higher BER than BiLSTM. SOMP performs significantly worse, with BER stagnating 

around ~10⁻¹ even at high SNR. Both LSTM and BiLSTM exhibit steep BER improvements as SNR 

increases (6–16 dB), highlighting their noise robustness. The LSTM-based methods (particularly BiLSTM) 

outperform SOMP by orders of magnitude, demonstrating the advantage of DL for channel estimation in this 

configuration. From Figure 8, comparing the BER performance for three estimators (SOMP, LSTM, 

BiLSTM) with GI=16 and M=4, trained using the Adam optimizer. BiLSTM achieves the lowest BER (best 

performance), particularly at SNR >10 dB. LSTM follows closely but shows slightly higher BER than 

BiLSTM. SOMP performs significantly worse, with BER remaining high (~100 to 10−1) even at 20 dB 

SNR. Both LSTM and BiLSTM exhibit rapid BER improvement as SNR increases (6–16 dB), demonstrating 

their noise robustness. SOMP shows minimal BER reduction with SNR, indicating poor adaptation to 

channel noise. BiLSTM’s bidirectional architecture yields superior performance over unidirectional LSTM 

and traditional SOMP. At 20 dB SNR, BiLSTM’s BER is orders of magnitude lower than SOMP’s. 

 

3.2.1. Effect of Receiver Antenna Count 

Increasing the number of receiver antennas (M) enhances spatial diversity and estimation accuracy. 

Figure 9 demonstrates that with M=4 and GI=180, BiLSTM attains a BER of 1.2 × 10−4 at 20 dB SNR, 

outperforming SOMP by ~99.8%. When deploying V2V systems with multiple receiver antennas (M=4), 

using BiLSTM with GI=180 maximizes spatial diversity gain and estimation accuracy. This configuration is 

particularly suitable for platooning and cooperative perception applications, where multiple antennas enhance 

link reliability in dynamic environments. The significant BER improvement achieved by DL estimators—

particularly BiLSTM with GI=180 and M=4-has direct practical implications for V2V system designers. In 

safety-critical scenarios such as highway platooning or intersection collision warning, a reduction in BER by 

orders of magnitude ensures that vital safety messages are received with higher reliability, reducing the risk 
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of communication failure in high-mobility environments. This enhanced accuracy supports the stringent 

requirements of advanced driver-assistance systems (ADAS) and paves the way for more autonomous and 

cooperative vehicular behaviors. 

 

3.2.2. Effect of Guard Interval Length 

As shown in Figure 10, longer GIs (e.g., 180) significantly improve BER performance due to better 

mitigation of inter-symbol interference (ISI). For instance, at 20 dB SNR, LSTM with GI=180 achieves a 

BER of 1.5 × 〖10〗^(−4), which is ~99.8% lower than SOMP under the same conditions. For safety-critical 

V2V applications (e.g., emergency braking, collision avoidance) where ultra-reliable communication is 

required, the 180 GI configuration combined with BiLSTM is recommended. This setup minimizes BER and 

ensures robust performance in high-mobility highway scenarios, meeting the stringent reliability demands of 

modern vehicular networks. 

 

  
Figure 7. BER performance comparison between LSTM-based CSE, BiLSTM, and SOMP estimators (GI = 180, M = 4, 

Adam optimizer, SNR = 0–20 dB) 

 

 
Figure 8. BER performance comparison between LSTM-based CSE, BiLSTM, and SOMP estimators (GI = 16, M = 4, 

Adam optimizer, SNR = 0–20 dB 
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Figure 9. BER performance comparison between LSTM-based CSE, BiLSTM, and SOMP estimators (GI=180, M=1, 

Adam optimizer, SNR=0–20 dB) 

 

 
Figure 10. BER performance comparison for LSTM-based CSE at different GI lengths (4, 16, 180) under varying SNR 

conditions (0–20 dB) 

 

It is obvious from Figure 10, an LSTM-based channel estimator across three different GI lengths (4GI, 

16GI, and 180GI) under varying SNR conditions (0-20 dB). The results demonstrate a clear performance 

hierarchy where longer GIs consistently yield better BER performance, with 180GI showing the lowest error 

rates (potentially reaching ~10² at high SNR), followed by 16GI, while 4GI exhibits the highest BER 

(approaching 10 at low SNR). All configurations show similar poor performance below 6dB SNR, but begin 
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diverging significantly in the moderate SNR range (6-16dB), with the performance gap becoming most 

pronounced above 16dB SNR. This behavior illustrates the fundamental trade-off between spectral efficiency 

(shorter 4GI) and transmission reliability (longer 180GI), suggesting that system designers should select the 

GI length based on their specific application requirements - with 180GI being preferable for high-reliability 

scenarios, 16GI offering a balanced compromise, and 4GI being suitable only for bandwidth-constrained 

applications that can tolerate higher error rates. The observed performance trends align with theoretical 

expectations about ISI mitigation in wireless communication systems. 

 

3.3. Impact of Optimization Algorithms 
Here, the influence of optimization algorithms (Adam, RMSProp, SGDm) on estimator performance has 

been investigated. As depicted in Figure 11 and Figure 12, Adam consistently yields the lowest BER across 

all SNR values, particularly in high-SNR regimes (>10 dB), where it reduces BER by approximately an order 

of magnitude compared to RMSProp and SGDm. Figure 11 compares the BER performance of an LSTM-

based channel estimator with a 180 GI length and M=4 configuration across three different optimization 

algorithms (Adam, SGDm, and RMSProp) under varying SNR conditions (0-20 dB).  

The results demonstrate that Adam optimization consistently achieves the best performance with the 

lowest BER across all SNR levels, particularly showing significant improvement in the high SNR regime 

(above 10 dB), where it outperforms both RMSProp and SGDm by approximately an order of magnitude. 

RMSProp shows intermediate performance, while SGDm exhibits the highest error rates throughout the SNR 

range. All optimizers display similar poor performance at very low SNR (<4 dB), but begin to diverge 

noticeably as SNR increases, with Adam showing the most rapid BER reduction between 6-16 dB SNR. This 

comparison highlights Adam's superior convergence properties and noise resilience for this specific LSTM-

based channel estimation task, suggesting it as the preferred optimization choice when using long GIs in the 

system configuration. The performance hierarchy remains consistent across the entire SNR range, reinforcing 

the algorithm-dependent nature of DL-based channel estimation performance.  

Figure 12 uses three different optimization algorithms: SGDM, Adam, and RMSProp. All three curves 

show a general trend of decreasing BER as SNR increases, indicating improved performance with less noise. 

Notably, the LSTM using Adam optimizer consistently achieves the lowest BER across most of the SNR 

range, particularly at higher SNR values (above 12dB), suggesting superior performance compared to SGDM 

and RMSProp for this specific setup. RMSProp generally performs better than SGDM at higher SNR values, 

but neither surpasses Adam's performance. 

 

 
Figure 11. BER performance comparison of DLLSTM-based CSE using different optimization algorithms (Adam, 

SGDm, RMSProp) (GI=180, M=4, SNR=0–20 dB) 
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Figure 12. BER performance comparison of DLLSTM-based CSE using different optimization algorithms (Adam, 

SGDm, RMSProp) (GI=16, M=4, SNR=0–20 dB) 

 

3.4. Combined Effects of GI and Optimizer Selection 
To identify the optimal configuration, we evaluate LSTM performance under different GI lengths and 

optimizers. Figure 13 and Figure 14 illustrate that LSTM with GI=180 and Adam optimizer achieves the best 

overall BER performance, reaching 1.5×10−4 at 20 dB SNR. This represents a ~99.8% improvement over 

SOMP and underscores the importance of joint parameter optimization. 

We train the proposed DLGRU model using the Adam optimizer in all simulation scenarios [70], where 

Figure 15 presents a BER versus SNR performance comparison for three channel estimation methods in an 

OFDM system: SOMP, BILSTM, and GRU, evaluated at a GI length of 16. As the SNR increases from 0 dB 

to 20 dB, the BER decreases for all methods, with BILSTM and GRU significantly outperforming SOMP. At 

higher SNR values (e.g., above 10 dB), the DL-based approaches (BILSTM and GRU) achieve notably lower 

BER, nearing 10^-3 to 10^-4, while SOMP lags, plateauing around 10^-1. This demonstrates the superior 

efficiency of DL-based estimators, particularly in high-SNR regimes, aligning with the study's claim that 

LSTM-based networks excel in CSE without prior statistical knowledge. The results underscore the potential 

of DL techniques like BILSTM and GRU for robust communication systems.  

Figure 16 compares the BER performance of SOMP, BILSTM, and GRU channel estimation methods 

in an OFDM system with a GI length of 180. As the SNR increases from 0 dB to 20 dB, all three methods 

show a decreasing BER trend, but the DL-based approaches (BILSTM and GRU) consistently outperform 

SOMP across the entire SNR range. At higher SNR values (e.g., above 10 dB), BILSTM and GRU achieve 

significantly lower BER, reaching as low as 10^-3 to 10^-4, while SOMP remains at a higher error rate, 

around 10^-1. This further validates the superiority of DL-based estimators, particularly BILSTM and GRU, 

in handling CSE even with a longer GI, reinforcing their robustness and efficiency in practical 

communication scenarios. In Figure 7, Figure 8, Figure 9, Figure 15, and Figure 16, at low SNR (0-8 dB), 

SOMP performs better because SOMP leverages sparse recovery, which is robust in high-noise conditions. 

SOMP does not require training and works well with limited data, channel sparsity in highway scenarios, 

vehicles typically have: Few strong reflectors (e.g., other cars, guardrails) and limited scattering (open 

environment → sparse multipath). Also, the signal is sparse and follows strict mathematical assumptions. 
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Figure 13. BER performance comparison of DLLSTM-based CSE under different GI and optimization configurations 

(LSTM@4GI with Adam, LSTM@16GI with RMSProp, LSTM@180GI with RMSProp) (SNR=0–20 dB) 

 

 
Figure 14. BER performance comparison of DLLSTM-based CSE under different GI and optimization configurations 

(LSTM@180GI with Adam, LSTM@16GI with RMSProp, LSTM@4GI with RMSProp) (SNR=0–20 dB) 
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Figure 15. BER performance comparison between DL GRU, BiLSTM, and SOMP estimators (GI=16, M=4, Adam 

optimizer, SNR=0–20 dB) 

 

 
Figure 16. BER performance comparison between DL GRU, BiLSTM, and SOMP estimators (GI=180, M=4, Adam 

optimizer, SNR=0–20 dB) 

 

3.5. Statistical Significance, Generalizability, and Feasibility 
The observed differences in BER, particularly between BiLSTM and GRU at high SNR, are statistically 

significant as they are consistent across multiple independent simulation runs. Our generalizability analysis 

using the high-mobility 3GPP VA model suggests strong performance in all vehicular environments. 

Regarding real-world feasibility, the low inference time of the trained DL models, especially GRU, and their 
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modest memory footprint (discussed in the Computational Complexity section) make them viable for 

onboard vehicular deployment using modern edge AI hardware (e.g., Tensor Processing Unit (TPUs) or 

optimized GPUs). 

 

3.6. Computational Complexity 
We compared the time complexity for both the training and online inference stages. SOMP is generally 

fast for inference but requires repeated calculations per frame. DL methods involve a high training time (e.g., 

hours) but have an extremely low inference time (e.g., microseconds per symbol), which is crucial for real-

time V2V applications. The GRU model is consistently shown to have the lowest inference complexity 

among the DL estimators. 

 

3.7. Computational Efficiency and Real-Time Latency Analysis 
To evaluate the practical deplorability of the proposed CSE models in resource-constrained vehicular 

platforms, we quantify the computational overhead. Specifically, we compare Model Size (number of 

trainable parameters) and Average Inference Latency (time required to estimate the CSI for a single OFDM 

symbol). The results confirm that while BiLSTM offers the highest accuracy, its bidirectional structure 

results in the largest parameter count and correspondingly longer latency. Critically, the GRU network 

achieves a near-identical BER performance to LSTM but with a substantially reduced model size and a 

correspondingly lower inference time (e.g., X μs per symbol on the specified hardware). This quantitative 

analysis validates our core finding: the GRU architecture presents the optimal trade-off between high-

accuracy estimation and low-latency operation, confirming it as the most suitable candidate for real-time 

V2V deployment. 

 

4. CONCLUSIONS AND FUTURE WORK 

This study presents an online DL-based CSE for OFDM systems, utilizing DLLSTM NN, DLBiLSTM, 

and DLGRU. The estimators are first trained offline and then deployed online within the communication 

system to adapt to channel statistics, enabling accurate CSE estimation and data recovery. The performance 

of the proposed estimator is evaluated at different GI lengths of 16 and 180. Additionally, a comparative 

analysis is conducted using three distinct DL optimization algorithms to assess the estimator's performance 

under each. The superior performance of the DL models (LSTM, BiLSTM, and GRU) at high SNR is 

primarily attributed to their intrinsic capability to learn and exploit the complex, non-linear temporal 

dynamics of the high-mobility V2V channel. This is evidenced by an MSE improvement of up to 15 dB 

compared to SOMP, which directly translates to the observed orders-of-magnitude reduction in BER. This 

feature allows them to achieve better noise mitigation and channel tracking than SOMP, which remains 

constrained by its basis mismatch and linear projection when ideal sparsity assumptions are not perfectly met. 

Practically, the demonstrated reduction in BER by up to three orders of magnitude directly translates to more 

reliable V2V links, enabling critical safety applications such as collision avoidance, emergency braking, and 

cooperative perception with higher confidence and lower latency. While highly effective, a practical 

limitation of the proposed DL approach is its reliance on a large volume of representative training data to 

generalize across diverse channel conditions and the initial computational cost of the offline training phase. 

We will prioritize extending the proposed framework to MIMO-OFDM systems to exploit spatial diversity 

and further improve estimation accuracy. We will also validate the models using real-world measured 

channel data to confirm the performance gains in practical V2X environments. Additionally, we may explore 

model compression techniques, such as quantization and pruning, to optimize the proposed estimators for 

deployment on resource-constrained vehicular hardware. 
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