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Potatoes are one of the horticultural commodities with significant trade value 

both domestically and internationally. To produce high-quality potatoes, 

healthy and disease-free potato plants are essential. The most common 

diseases affecting potato plants are late blight and early blight. These diseases 

appear randomly in different positions and sizes on potato leaves, resulting in 

numerous combinations of infected leaves. This study proposes an architecture 

focused on a similarity-based approach, namely the Siamese Neural Network 

(SNN). SNN can recognize images by comparing two or more images and 

categorizing the test image accordingly. Thus, SNN has an advantage over 

classification-based approaches as it can identify various combinations of 

disease spots on potato plants using a similarity-based approach. This study is 

divided into two main scenarios: testing with data categories which were 

previously seen during the training process (traditional testing) and testing 

with the addition of new data categories that were not seen during training. In 

the first scenario, SNN showed better accuracy with an accuracy rate of 98.4%, 

while in the second scenario, SNN achieved an accuracy of 97.1%. That result 

suggests that SNN can categorize data very well, even recognizing data which 

never seen during training. These results offer hope that SNN can recognize 

more disease spots/patterns on potato plants or even identify new diseases by 

adding these new diseases to the SNN support set without retraining. 
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1. INTRODUCTION 

Potatoes are a type of tuber that serves as a carbohydrate source for the human body. Potatoes are also a 

valuable crop, both domestically and internationally. According to the Indonesian Central Bureau of Statistics 

(BPS), potato production in Indonesia reached 1.42 tons in 2022, increasing 4.21% from the previous year. 

Healthy and disease-free potato plants are essential to produce many high-quality potatoes. The most common 

diseases found in potato plants are late blight and early blight [1].  

Mostly, the spots/patterns of these two diseases can vary in shape or size, making it difficult for potato 

farmers to identify the specific diseases affecting their plants [2]. In agriculture, leaves are a crucial aspect for 

identifying diseases and determining the appropriate treatment for the plant [3]. Late blight typically appears 

on potato plants around the fifth to sixth week of growth. The initial symptoms include the appearance of wet 

spots on the edges or center of the leaves, which then enlarge and cause the changing colour to brown or gray. 

Meanwhile, early blight is characterized by the appearance of dry, circular brown spots on the lower leaves. If 

these diseases are not treated, the infection can be spreading to the stems, significantly reducing yields and 

potentially causing crop failure.  

Many efforts have been made to address diseases in potato plants, not only agriculturally but also 

technologically [4], such as the use of image processing with computer vision [5], [6], [7], [8]. Fauzi et al. [9], 

proposed a hybrid model  using DenseNet101 as feature extractor and SVM as classifier. The extracted features 

were reduced using Principal Component Analysis (PCA) [10] to minimize data dimensions. This study 

produced excellent performance in identifying several types of plants. In the study by Kiran and Chandrappa 

[10], disease recognition was proposed for several plantation crops. The study began by extracting features 

from the dataset using various methods such as histograms, Haralick textures, and Hu moments. This study 

also used several methods like logistic regression, KNN, decision tree, random forest, and SVM [11]. In this 

study, the Random Forest model achieved the highest test accuracy of 97.92%. In the experimentation 

conducted by Sharma et al. [12], several methods, such as logistic regression, KNN, SVM, and CNN, were 

tested. In the study, CNN had the highest test accuracy of 98%, followed by logistic regression with 66.4%. 

Demilie [13], experimented with several models  for detecting and recognizing diseases in various plants, 

including potatoes. The study suggested that proposing more modern methods or algorithms, such as deep 

learning, both in architecture and hyperparameters are promising directions. Aligned with several studies, deep 

learning produces better results than conventional methods. 

In this study, we propose a deep learning approach using a similarity-based approach by a Siamese Neural 

Network (SNN) which is different from previous research  [14]. SNN produces a different output from typical 

deep learning methods. The outputs feature distance/similarity scores for the tested data, unlike traditional 

classification  that yield a confidence score between 0 and 1 [15]. With a similarity approach, we only need to 

train the SNN model to distinguish images, not recognize them, making the model more capable to identify 

diverse leaf features or diseases on potato leaves, which vary in shape and position, as shown in Figure 1. 

Distinguishing images have been undertaken by measuring the features produced by the embedding model 

using the Euclidean distance function [16] which is similar like open-set recognition technique through 

contrastive prototype loss and self-attention reciprocal point learning recently proposed by Alfarisy et al. [17], 

[18]. Thus, the model can identify the category of the tested image by finding the smallest distance score. With 

the proposed method, the SNN model is expected to recognize more potato leaf disease features and identify 

new data categories that were not previously seen during the model's training process.  

 

 
Figure 1. Diseases on potato plant leaves; from left to right: late blight, early blight, healthy 
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Figure 2. Proposed architecture of the SNN model 

 

2. METHODS 

2.1. Siamese Neural Networks (SNN) 

SNN (Siamese Neural Network) is a deep learning model that leverages the distance differences between 

features to categorize data. The features are obtained by extracting information from the data. This extraction 

process is conducted using a model or method called the backbone model. The backbone model can either be 

pre-trained or require training beforehand. The result of the extraction process is called extracted features. 

These extracted features are a 1 × 𝑚 vector, where 𝑚 represents the feature length. The length of the feature 

is determined by the number of kernels in the final layer of the backbone model. 

 

2.2. Dataset Collection 

We utilized dataset of potato leaf diseases from the PlantVillage dataset available  at 

https://www.kaggle.com [19]. The PlantVillage dataset contains various images of plant diseases. Hence, we 

merely  selected the images that are related to the potato plants. Through this process, we obtained 500 images 

for the early blight category, 500 for the late blight category, and 152 for the healthy category. 

 

2.3. Preprocessing Dataset 

Before entering the deep learning architecture, the first step is preprocessing. Preprocessing is necessary 

to prepare the dataset to be processed by the deep learning model. All images were resized to 100×100 pixels 

followed by normalization.  Ensuring the images are within the same range between 0 and 1. Afterwards, the 

dataset was split into 800 images for training data and 200 images for testing data. The training and testing data 

comprised only two categories: early blight and late blight. The healthy category was used to test whether the 

SNN model could recognize which was not seen during training. 

 

2.4. Feature Extraction 

We employed transfer learning as a feature extractor through the backbone model:  ResNet50 [20]. 

ResNet50 is one of the popular models for extracting image features, as evidenced by its high accuracy in the 

https://www.kaggle.com/


311 Buletin Ilmiah Sarjana Teknik Elektro  ISSN: 2685-9572 

 

 

Automatic Plant Disease Classification with Unknown Class Rejection using Siamese Networks  

(Rizal Kusuma Putra) 

ImageNet competition. ResNet50 generates 2048 feature outputs for each image. We utilized the trained 

weights from the ImageNet research [21]. 

 

2.5. Triplet Ranking Loss 

The proposed SNN model has three inputs, requiring a loss function considering three inputs. Therefore, 

we implemented a triplet ranking loss function using the Euclidean distance formula. As shown in Figure 2, 

the proposed SNN model has three inputs: anchor, positive, and negative. The anchor is data from a specific 

category  that determines the model's learning class. The positive is data that belongs to the same category as 

the anchor, while the negative is data from a different category than the anchor. A detailed illustration of these 

signs  can be seen in Figure 3. Each component will be passed through its respective CNN (ResNet50) network 

during model training, producing three embeddings. These three embeddings are then passed through the triplet 

loss function, defined in Equation (1).  

 𝐿𝑜𝑠𝑠 = 𝑚𝑎𝑥⁡(0, 𝑑𝑖𝑠𝑡𝑎𝑛𝑐𝑒(𝐴, 𝑃) − 𝑑𝑖𝑠𝑡𝑎𝑛𝑐𝑒(𝐴, 𝑁) + 𝑚𝑎𝑟𝑔𝑖𝑛) (1) 

In Equation (1), 𝑑𝑖𝑠𝑡𝑎𝑛𝑐𝑒(𝐴, 𝑃) represents the feature embedding distance between the anchor and the 

positive, and 𝑑𝑖𝑠𝑡𝑎𝑛𝑐𝑒(𝐴, 𝑁) is the feature embedding distance between the anchor and the negative. In this 

study we set the margin to 0.2 following the FaceNet model [22]. With the loss function as shown in Equation 

(1), the model will learn to minimize the feature embedding distance between similar images (anchor and 

positive) and maximize the distance between different images (anchor and negative). This process is detailed 

in Figure 4. 

 

 
Figure 3. Examples of anchor image, positive image, and negative image 

 

 
Figure 4. How triplet loss works to bring the embedding features of the anchor image closer to the positive 

image and further from the negative image 

 

2.6. Semi-hard Triplet 

After creating the triplet loss function, the next process is ensuring that the model learns which feature 

embeddings should be brought closer together and which should be pushed apart from the anchor feature 
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embedding. To assist the model during training, we must provide a training dataset where the anchor-negative 

embedding distance is close to the anchor-positive embedding distance. That training dataset can be achieved 

by applying the condition in Equation (2) [23]. Using this condition, the positive embedding features are closer 

in distance to the negative embedding features than the negative embedding features are to the anchor. When 

represented in an image, the semi-hard triplet concept will produce a series of data visually resembling each 

other, as shown in Figure 5. The semi-hard triplet accounts for half of the batch size, which is 10. As a result, 

there are five easy triplets and five semi-hard triplets. 

 

 
Figure 5. Example of a semi-hard triplet where the negative has similar features to the positive 

 

 

2.7. Building the proposed SNN Model 

The SNN model was built using the ResNet50 embedding model. The proposed SNN model has three 

inputs, as shown in Figure 2. Our SNN model accepts three RGB image inputs of size 100×100×3, which then 

undergo the embedding process with the ResNet50 model. After obtaining the feature embeddings from each 

image, the SNN model learns these features by calculating their distances using the Euclidean distance 

function. The SNN was trained using Adam optimizer with initial learning rate of 6 × 10−5 and the model was 

trained for 50 epochs. 

 

2.8. Testing the SNN Model 

Testing the SNN model cannot rely solely on whether the model achieves high test accuracy. The primary 

task of the SNN model is to provide closer distance calculations for pairs of images within the same category 

and farther distance calculations for pairs of images in different categories. Therefore, in addition to accuracy, 

we also tested the SNN model using the Area Under the Curve (AUC) [24]. 

AUC is a reliable model evaluation indicator, especially when the dataset used is imbalanced. In this 

study, one category only had 152 images, while the others consisted of 500 images. AUC provides a fairer 

assessment because it considers sensitivity (True Positive Rate) and specificity (False Positive Rate). AUC 

focuses more on the model's ability to distinguish between positive and negative classes, regardless of class 

distribution. AUC is also independent to the threshold [25], which makes it a suitable metric to assess the 

unknown class rejection to reveal the model potential. 

To provide a fair comparison, we tested the SNN model's accuracy. We compared it with several models 

from previous studies that were trained and tested on the same device and data (training and testing data). This 

scenario was conducted to prove that the SNN model performs better than models from previous research. 

 

3. RESULT AND DISCUSSION 

3.1. Pre-training test 

Before starting the training phase, we tested our SNN model using the preprocessed test dataset. At this 

stage, the number of test dataset images was 200, consisting of 100 images from the early blight category and 

100 images from the late blight category. The results from this stage aligned with our expectations that our 

model was still not optimal, indicating that the SNN model could not yet effectively distinguish the images in 

the test dataset. The resulting AUC value was only 0.696, close to 0.5, which means the model was equivalent 

to random class selection. The AUC at this stage is shown in Figure 6. At this stage, the distance values 

produced by the SNN model were often similar between images of different categories, leading to prediction 

 𝑑𝑖𝑠𝑡𝑎𝑛𝑐𝑒(𝐴, 𝑃) < 𝑑𝑖𝑠𝑡𝑎𝑛𝑐𝑒(𝐴, 𝑁) < (𝑑𝑖𝑠𝑡𝑎𝑛𝑐𝑒(𝐴, 𝑃) + 𝑚𝑎𝑟𝑔𝑖𝑛)  (2) 
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errors. The distance between the dataset and the support set can be seen above each support set image. The 

support set images were randomly selected for each category. An explanation of this is provided in Figure 7. 

 

  
Figure 6. AUC: (a) pre-training test, (b) post-training test 

 

 

 

 
Figure 7. The SNN model still produces distances that are not significantly different for images of different 

categories during pre-training tests, leading to prediction errors 

 

3.2. Testing with AUC 

Having the trained SNN model, we tested our approach by examining the AUC score. At this stage, the 

AUC score increased significantly compared to the pre-training phase. The AUC value at this stage was 0.987, 

as shown in Figure 6(b). This score indicates that the SNN model could generate appropriate feature 

distances—shorter distances for images within the same category and longer distances for images from 

different categories. The difference in feature distance at this stage also showed improvement. Visualizations 

at this stage can be seen in Figure 8. 

 

3.3. Comparison with Previous Research 

After obtaining the trained SNN model, we compared our proposed SNN model with models from 

previous research. Two earlier models were used as comparisons: a CNN model with several layers from [26] 

and DenseNet121 from [27]. Both models were retrained using the same training dataset as our proposed SNN 

model and tested on the same test dataset. 
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In this testing phase, we conducted two testing scenarios: the test dataset consisted of two categories, 

early blight and late blight, and the test dataset consisted of three categories, with the addition of a new category 

that had not seen of the three models during the training process, the healthy category. In the first scenario, our 

proposed SNN model achieved a test accuracy of 98.4%. The CNN model [24] achieved an accuracy of 96%, 

and the DenseNet121 model from [25] achieved an accuracy of 97.5%. In this scenario, the SNN model 

outperformed the deep learning models that used classification-based approaches. 

The three models had a significant difference in the second scenario. Our proposed SNN model achieved 

an accuracy of 97.1%, the CNN model [26] achieved an accuracy of 54.55%, and the DenseNet model from 

[27] achieved an accuracy of 55.4%. These test results show that the similarity-based approach has a significant 

advantage over the classification-based approach in recognizing a new dataset category. In deep learning with 

a classification approach, the model cannot recognize test datasets if the dataset has not been seen during the 

model training process. Therefore, by utilizing a similarity-based approach, we can recognize diseases on 

potato leaves more accurately and provide preliminary knowledge if a new disease emerges by adding the latest 

disease to the support set. Most importantly, retraining is unnecessary and can consume significant resources. 

These test results are shown in Table 1, and the new dataset recognition test by our SNN model can be seen in 

Figure 9. 

 

 

 

 
Figure 8. The SNN model produces a much better distance difference than the pre-training test stage 

 

 

 

 
Figure 9. The proposed SNN model can recognize previously unseen datasets, as demonstrated by producing 

the smallest distance value for ‘Class 2,’ which represents the healthy leaf category 
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Table 1. The Results of Testing Our Proposed SNN Model Compared to Previous Research Models 

Model 
Accuracy 

Scenario 1 Scenario 2 (+new data) 

Our SNN 98.4% 97.1% 

CNN [26] 96% 54.55% 

DenseNet121 [27] 97.5% 55.4% 

 

4. CONCLUSIONS 

This study demonstrated that the proposed SNN model can effectively recognize potato leaf diseases, 

such as early and late blight. Additionally, the model can identify new data categories not seen during training. 

This result is evidenced by the SNN model's significantly higher accuracy than deep learning models using 

classification approaches, such as CNN and DenseNet121. The test results showed that the SNN model 

achieved an accuracy of 98.4% for datasets seen during training and 97.1% for datasets not seen during training. 

This result indicates that the similarity-based approach has advantages in recognizing potato leaf diseases 

without requiring resource-intensive retraining. This model could be integrated into automated disease 

monitoring systems in practical agricultural settings, allowing farmers to detect infections early and apply 

targeted interventions. The model's ability to recognize unseen data categories without retraining is especially 

beneficial in dynamic environments, where new disease variants may emerge, or when applying the system 

across different crop types and regions. For instance, this system could be deployed via mobile or drone-based 

platforms, enabling real-time disease monitoring in the field. This would empower farmers to make informed 

decisions quickly, reducing crop losses and improving disease management efficiency. Additionally, 

integrating this model into large-scale agricultural monitoring platforms could streamline disease tracking and 

control, contributing to more sustainable farming practices and enhanced food security. 
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