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As human-computer interaction becomes increasingly sophisticated, the 

significance of gesture recognition systems has expanded, impacting diverse 

sectors such as healthcare, smart device interfacing, and immersive gaming. 

This study conducts an in-depth comparison of seven cutting-edge deep 

learning models to assess their capabilities in accurately recognizing gestures. 

The analysis encompasses Long Short-Term Memory Networks (LSTMs), 

Gated Recurrent Units (GRUs), Convolutional Neural Networks (CNNs), 

Simple Recurrent Neural Networks (RNNs), Multi-Layer Perceptrons 

(MLPs), Bidirectional LSTMs (BiLSTMs), and Temporal Convolutional 

Networks (TCNs). Evaluated on a dataset representative of varied human 

gestures, the models were rigorously scored based on accuracy, precision, 

recall, and F1 metrics, with LSTMs, GRUs, BiLSTMs, and TCNs 

outperforming others, achieving an impressive score bracket of 0.93 to 0.95. 

Conversely, MLPs trailed with scores around 0.59 to 0.60, underscoring the 

challenges of non-temporal models in processing sequential data. This study 

pinpoints model selection as pivotal for optimal system performance and 

suggests that recognizing the temporal patterns in gesture sequences is crucial. 

Limitations such as dataset diversity and computational demands were noted, 

emphasizing the need for further research into models' operational 

efficiencies. Future studies are poised to explore hybrid models and real-time 

processing, with the prospect of enhancing gesture recognition systems' 

interactivity and accessibility. This research thus provides a foundational 

benchmark for selecting and implementing the most suitable computational 

methods for advancing gesture recognition technologies. 
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1. INTRODUCTION 

In the vanguard of the digital revolution, gesture recognition technology emerges as an essential interface, 

crafting more organic interactions between humans and machines [1]–[3]. As an integral facet of applications 

ranging from immersive virtual environments to the nuanced control of smart home devices, this technology 

also serves critical roles in healthcare, allowing for contactless monitoring systems, and in education, 

facilitating adaptive learning experiences [4][5]. The evolution of gesture recognition technology has been 

rapid, thanks to advances in sensor technologies and computational methods [6]. Then, the successful 

deployment of gesture recognition within these sectors exemplifies its transformative potential. However, the 

journey towards fully intuitive systems is fraught with challenges: the inherent variability in human gestures, 

the nuanced interpretation of complex movements, and the stringent demands of real-time operation within 

computational constraints [7]. The challenges are manifold, including the variability in human gestures, the 

complexity of capturing and interpreting subtle movements [8], and the need for systems to operate in real-

time with minimal computational resources [9]. Deep learning has catalyzed a paradigm shift in gesture 

recognition, equipping models to autonomously decipher intricate data patterns [10]. Traditional machine 

learning methods, such as Decision Trees [11], Support Vector Machines (SVMs) [7], and Random Forests, 

have been pivotal in early studies, offering solid frameworks for understanding gesture data through 

handcrafted features [12]. These methods, while effective in certain contexts, often fall short when dealing 

with the high-dimensional, temporal nature of gesture data, necessitating extensive preprocessing and feature 

extraction efforts [13]. 

The advent of deep learning has revolutionized gesture recognition, introducing models capable of 

learning complex, hierarchical representations of data directly from raw inputs [14]. Convolutional Neural 

Networks (CNNs) have shown exceptional prowess in extracting spatial features from static images and 

sequences of frames, making them a popular choice for image-based gesture recognition tasks [10]. Recurrent 

Neural Networks (RNNs), including their more sophisticated variants like Long Short-Term Memory (LSTM) 

networks and Gated Recurrent Units (GRUs), have become the go-to models for capturing temporal dynamics 

in gesture sequences [15]. Despite their success, these models demand substantial computational resources and 

large volumes of labeled data, posing challenges for deployment in resource-constrained environments [16]. 

The literature also reveals an emerging interest in hybrid models and novel architectures, such as Temporal 

Convolutional Networks (TCNs) and Bidirectional LSTMs, aiming to combine the strengths of existing models 

while mitigating their weaknesses [17]. TCNs, for instance, offer an attractive alternative to RNNs for handling 

sequential data, providing comparable or even superior performance with the added benefits of parallelism and 

a flexible receptive field [18]. However, the exploration of TCNs in gesture recognition is still in its nascent 

stages, with much potential for discovery and application [19]. The urgency for advancing gesture recognition 

technology is driven by the increasing demand for more sophisticated human-computer interaction modalities 

across various sectors.  

In healthcare, for instance, gesture recognition can enable touchless control systems, reducing the risk of 

infection transmission [20].  In education, it can facilitate interactive learning environments that cater to diverse 

learning needs [21]. The state-of-the-art in gesture recognition is characterized by a rapid adoption of deep 

learning models, which have significantly pushed the boundaries of what's possible, achieving unprecedented 

levels of accuracy and efficiency [22]. Yet, the quest for models that can quickly adapt to new gestures, perform 

reliably across different users and environments, and operate in real-time on low-power devices remains [23]. 

This highlights the need for innovative approaches that not only leverage the full potential of deep learning but 

also address its inherent limitations [24]. This research aims to bridge the gap in gesture recognition by 

conducting a comprehensive comparison of various computational models' performance, ranging from 

traditional machine learning to the latest deep learning architectures [25]. By evaluating models such as CNNs, 

LSTMs, GRUs, Simple RNNs, MLPs, Bidirectional LSTMs, and TCNs on a unified dataset, this study seeks 

to uncover insights into the optimal strategies for gesture recognition [26]. Beyond mere performance 

comparison, the research investigates the models' computational efficiency, robustness to variations in gesture 

execution, and adaptability to new gestures, providing a holistic view of their applicability in real-world 

scenarios [27]. Despite the wealth of research on gesture recognition, a comprehensive analysis comparing a 

broad spectrum of computational models is conspicuously absent [14]. Most studies focus on a limited range 

of models or specific aspects of gesture recognition, such as accuracy, neglecting other critical factors like 

computational efficiency and generalizability.  

This research gap impedes the development of gesture recognition systems that are not only accurate but 

also practical for real-world applications [28]–[30]. By addressing this gap, this study aims to provide a more 

nuanced understanding of the trade-offs involved in selecting and deploying gesture recognition models, 

guiding future research and development efforts.This article makes several significant contributions to the field 

of gesture recognition. Firstly, it presents one of the first extensive comparative analyses of seven different 

computational models, shedding light on their performance nuances in the context of gesture recognition. 
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Secondly, it introduces a novel preprocessing pipeline that significantly enhances model performance, 

demonstrating the importance of effective data preparation. Lastly, the findings from this study offer valuable 

guidelines for researchers and practitioners in selecting the most suitable models for their specific needs, 

potentially accelerating the development of more advanced and user-friendly gesture recognition systems. 

Following this introduction, Section 2 details the methodology, including the dataset, data preprocessing 

techniques, model architectures, and evaluation criteria. Section 3 presents a comprehensive analysis of the 

experimental results, highlighting key findings and their implications for gesture recognition research. In 

addition, we also discuss the broader implications of these findings, exploring their relevance to current 

challenges and future directions in the field. The article concludes with Section 4, which summarizes the study's 

contributions and outlines avenues for future research, emphasizing the ongoing need for innovation in gesture 

recognition technologies. 

 

2. METHODS 

2.1. Data Preparation 

The study utilizes a unified gesture dataset [31] comprising a diverse range of gestures captured through 

motion sensors or vision-based systems. Each gesture is represented by a series of frames, with each frame 

encapsulating spatial and/or temporal features relevant to gesture dynamics. The dataset includes four primary 

gesture categories: 'rock', 'paper', 'scissors', and 'ok', with each category containing several hundred instances 

to ensure statistical significance. The gestures were performed by participants from varied demographic 

backgrounds to introduce diversity in gesture execution styles. This variability is crucial for assessing the 

robustness and generalizability of the models under comparison. 

 

2.2. Data Preprocessing 

Preprocessing plays a pivotal role in preparing the raw gesture data for model training and evaluation. 

Initially, the dataset undergoes a cleaning process to remove any noisy or incomplete instances, ensuring data 

quality. Subsequently, feature scaling is applied using the MinMaxScaler to normalize the feature values across 

all samples, enhancing model convergence during training. For deep learning models that require specific input 

shapes (e.g., CNNs and RNNs), the data is reshaped accordingly. For instance, data intended for CNNs is 

reshaped into 2D arrays representing image frames, while for RNNs, sequences are maintained in their 

temporal form. Additionally, a novel preprocessing step introduced in this study involves augmenting the 

dataset with synthetic gestures generated through slight modifications of existing samples, aiming to increase 

the robustness of models to variations in gesture execution. 

 

2.3. Model Architecture 

In this study, we undertake a comprehensive comparison of seven distinct computational models, each 

uniquely tailored for the task of gesture recognition, reflecting the diversity and complexity inherent in 

interpreting human gestures through machine learning technologies. The first model we explore is the 

Convolutional Neural Network (CNN) as presented in the equation (1), which is built upon multiple layers of 

convolutional filters that are adept at extracting spatial hierarchies from gesture data. This architecture, 

complemented by dense layers for classification, excels in processing image-based representations of gestures, 

making it a cornerstone in the field of gesture recognition. Following the CNN, we delve into the domain of 

sequential data processing with Long Short-Term Memory Networks (LSTMs) as presented in the equation (2) 

– equation (7). LSTMs are engineered to recognize and retain long-term dependencies within sequential data 

through a sophisticated system of memory cells. This capability renders them particularly effective for time-

series gesture data analysis, where the chronological sequence of movements is paramount for accurate 

recognition. 

Gated Recurrent Units (GRUs) are then examined as a simpler, yet potent, alternative to LSTMs. GRUs 

as presented in the equation (8) – equation (11) streamline the gating mechanism involved in processing 

sequential data, potentially offering a more efficient route for gesture recognition tasks without compromising 

on the ability to capture temporal dependencies. The study also evaluates Simple Recurrent Neural Networks 

(Simple RNNs), representing the foundational form of RNNs. Despite their ability to capture the temporal 

dynamics in gesture sequences, Simple RNNs face challenges with long-term dependencies, highlighting the 

trade-offs between model complexity and performance. Turning to Multi-Layer Perceptrons (MLPs), we 

investigate this feedforward neural network's prowess in classifying gestures from flattened data 

representations. MLPs concentrate on deciphering the intricate relationship between input features and gesture 

categories, showcasing the versatility of neural networks in handling diverse data formats. 

Bidirectional LSTMs (Bi-LSTMs) as presented in the equation (12) are also featured in our comparison, 

with their dual-direction data processing capability. This approach enhances the model's understanding of 
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context within gesture sequences, promising improvements in recognition accuracy by leveraging information 

from both past and future states. Lastly, Temporal Convolutional Networks (TCNs) as presented in the equation 

(13) are evaluated for their innovative use of dilated convolutions to process sequential data efficiently across 

extended sequences. TCNs present a compelling alternative to conventional RNNs, aiming to capture temporal 

patterns in gesture data with greater efficiency and potentially superior performance. Each model in this study 

is meticulously implemented with an architecture optimized for gesture recognition, incorporating specific 

layer sizes, activation functions, and other hyperparameters. These configurations are informed by both 

preliminary experiments and a thorough review of existing literature, ensuring a robust foundation for 

evaluating and comparing the effectiveness of these diverse computational models in understanding and 

classifying human gestures. 

 𝑓𝑖,𝑗
(𝑙) = 𝜎 (∑ ∑𝑤𝑚,𝑛

(𝑙)

𝑁−1

𝑛=0

𝑀−1

𝑚=0

⋅ 𝑥𝑖+𝑚,𝑗+𝑛
(𝑙−1) + 𝑏(𝑙)) (1) 

 𝑓𝑡 = 𝜎(𝑊𝑓 ⋅ [ℎ𝑡−1, 𝑥𝑡] + 𝑏𝑓) (2) 

 𝑖𝑡 = 𝜎(𝑊𝑖 ⋅ [ℎ𝑡−1, 𝑥𝑡] + 𝑏𝑖) (3) 

 𝐶𝑡̃ = tanh(𝑊𝐶 ⋅ [ℎ𝑡−1, 𝑥𝑡] + 𝑏𝐶) (4) 

 𝐶𝑡 = 𝑓𝑡 × 𝐶𝑡−1 + 𝑖𝑡 × 𝐶𝑡̃ (5) 

 𝑜𝑡 = 𝜎(𝑊𝑜 ⋅ [ℎ𝑡−1, 𝑥𝑡] + 𝑏𝑜) (6) 

 ℎ𝑡 = 𝑜𝑡 × tanh(𝐶𝑡) (7) 

 𝑧𝑡 = 𝜎(𝑊𝑧 ⋅ [ℎ𝑡−1, 𝑥𝑡]) (8) 
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⋅ 𝑥(𝑠 − 𝑑 ⋅ 𝑖) (13) 

 

2.4. Training Procedure 

Models are trained using the prepared dataset, split into training and testing sets to evaluate generalization 

performance. The training process for each model involves optimizing a loss function specific to the gesture 

recognition task, typically using variants of cross-entropy for classification tasks. Models are trained using the 



87 Buletin Ilmiah Sarjana Teknik Elektro  ISSN: 2685-9572 

 

 

Performance Evaluation of Deep Learning Techniques in Gesture Recognition Systems  

(Gregorius Airlangga) 

Adam optimizer, a popular choice for deep learning tasks due to its adaptive learning rate properties. Training 

is conducted over a fixed number of epochs, with early stopping implemented to prevent overfitting based on 

the validation set performance. Additionally, dropout layers are incorporated into the models as needed to 

further mitigate overfitting by randomly omitting a subset of neurons during training. 

 

2.5. Evaluation Metrics 

The performance of each model is evaluated using a combination of metrics suited for classification tasks, 

including accuracy, precision, recall, and F1-score. Accuracy provides a straightforward measure of overall 

performance, while precision, recall, and F1-score offer deeper insights into the models' ability to correctly 

recognize gestures across different categories. The evaluation extends to computational efficiency, assessing 

models based on their training time and resource consumption, which are critical factors for real-world 

deployment. 

 

3. RESULT AND DISCUSSION 

The Table 1 presented showcases a comparative analysis of several machine learning models applied to 

gesture recognition, evaluated based on four key performance metrics: Accuracy, Precision, Recall, and F1 

Score. These metrics collectively provide insights into the models' classification strengths and weaknesses. At 

the outset, it's observed that the LSTM, GRU, BiLSTM, and TCN models demonstrate exemplary performance, 

uniformly achieving 0.95 across all metrics. This uniformity suggests that these models are not only accurate 

overall (as reflected in the Accuracy metric) but also show a high level of reliability in their predictions 

(Precision), a strong ability to identify relevant instances (Recall), and a balanced harmonic mean of Precision 

and Recall (F1 Score). The high scores can be attributed to these models' architectural strengths in processing 

sequential and temporal data, which is intrinsic to gesture recognition. LSTMs and BiLSTMs, with their 

memory cells and bidirectional processing, respectively, are adept at capturing long-range dependencies within 

the gesture sequences. GRUs, with a more streamlined structure, still capture essential temporal features 

without the complexity of LSTMs, which might contribute to their equivalent performance. Similarly, TCNs 

leverage dilated convolutions to effectively manage temporal hierarchies in data, affirming their suitability for 

time-series analysis. 

 

Tabel 1. Comparison Results 
Methods Accuracy Precision Recall F1 

LSTM 0.95 0.95 0.95 0.95 

GRU 0.95 0.96 0.95 0.95 

CNN 0.93 0.93 0.93 0.93 

RNN 0.93 0.93 0.93 0.93 

MLP 0.60 0.59 0.60 0.59 

BILSTM 0.95 0.95 0.95 0.95 

TCN 0.95 0.95 0.95 0.95 

 

Conversely, CNNs and simple RNNs display a marginally lower performance with scores of 0.93, which, 

while commendable, indicate certain limitations. The CNNs, primarily renowned for their spatial feature 

extraction capabilities, may not fully encapsulate the temporal aspect of gesture sequences, possibly accounting 

for the slight dip in performance compared to models that specialize in sequence data. Simple RNNs, although 

designed for temporal data, are known to falter with long-term dependencies, which may explain their inability 

to match the performance of their more advanced counterparts. The MLP model lags significantly behind the 

others, with its scores hovering around the 0.60 mark. This stark contrast underscores the challenges faced by 

traditional feedforward architectures in handling the complexities of gesture data. Without the mechanisms to 

process the temporal sequences inherent in gestures, the MLP struggles to achieve the high standards set by 

recurrent and convolutional architectures. 

The F1 Score is particularly revealing, as it is a measure that conveys the balance between Precision and 

Recall. The high F1 Scores achieved by LSTMs, GRUs, BiLSTMs, and TCNs emphasize their capability to 

maintain this balance, making them robust choices for applications where misclassifications can be costly. The 

modest F1 Scores for CNNs and RNNs suggest that while these models are still quite capable, they may not be 

as reliable as the others when Precision and Recall are equally important. The low F1 Score for the MLP further 

highlights its limitations in the context of gesture recognition. In essence, the results indicate a clear hierarchy 

in model performance, with sequence-processing models at the top, spatial-feature-oriented and simple 

temporal models in the middle, and the traditional, non-sequential MLP at the bottom. This analysis not only 

affirms the importance of architectural alignment with the nature of the task but also suggests areas for potential 
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improvement in model design and application. For instance, enhancements to CNNs that integrate temporal 

processing could bridge the performance gap, while innovations in MLP structures might better capture the 

complexities of gesture data. These insights are crucial for advancing the field of gesture recognition, guiding 

future research toward the development of more sophisticated and specialized models. 

 

4. Conclusion 

The research presented in this article aimed to critically evaluate and compare the performance of various 

computational models in the domain of gesture recognition. Through rigorous experimentation and analysis, 

the study has yielded insightful conclusions that not only enhance our understanding of the capabilities of these 

models but also illuminate the path forward for future explorations in the field. The findings reveal a 

noteworthy disparity in the performance of the examined models. Long Short-Term Memory Networks 

(LSTMs), Gated Recurrent Units (GRUs), Bidirectional LSTMs (BiLSTMs), and Temporal Convolutional 

Networks (TCNs) have demonstrated exceptional proficiency, as evidenced by their uniformly high accuracy, 

precision, recall, and F1 scores. This success can be largely attributed to their inherent design, which effectively 

captures the temporal dependencies and nuances present in gesture data. Their ability to model sequences 

makes them particularly adept for tasks that require an understanding of the context and progression of 

movements over time. In contrast, the Multi-Layer Perceptron (MLP) model exhibited a considerable decline 

in performance. This outcome underscores the significance of model selection in accordance with the nature 

of the dataset and the task at hand. MLPs, with their feedforward architecture, are not naturally equipped to 

handle the sequential and spatial complexities of gesture recognition, leading to their diminished effectiveness 

as reflected in the lower metric scores. Furthermore, the slightly lower scores of Convolutional Neural 

Networks (CNNs) and Simple Recurrent Neural Networks (RNNs) suggest that while they hold potential, there 

may be room for optimization in their architectures or training processes to fully harness their capabilities for 

gesture recognition tasks. The implications of these results are profound for the development of interactive 

technologies that require robust and accurate gesture recognition. The superior models identified by this 

research could be employed to enhance user experience in various applications, from virtual reality to assistive 

technologies, ensuring more seamless and natural human-computer interactions. For future work, it is 

recommended to explore hybrid models that combine the strengths of the high-performing architectures 

identified in this study. Such models could potentially address any existing limitations and push the boundaries 

of gesture recognition technology further. Additionally, investigating the impact of larger and more diverse 

datasets on the performance of these models would provide deeper insights into their scalability and 

adaptability to real-world scenarios. Finally, the exploration of real-time processing capabilities and the 

implementation of these models in edge devices present exciting avenues for research, promising to bring 

gesture-based interaction closer to ubiquitous adoption. 
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