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Forest ecosystems play a pivotal role in maintaining global biodiversity and 

climate balance. The precise identification of tree species via remote sensing 

technologies is vital for effective ecological surveillance and forest 

stewardship. This research conducts a comparative analysis of various 

machine learning algorithms for the binary classification of tree species 

utilizing LiDAR data captured by Unmanned Aerial Vehicles (UAVs). We 

analyzed a dataset featuring 192 trees from a diverse forest, employing 

models such as Logistic Regression, Support Vector Machine (SVM), 

Random Forest, K-Nearest Neighbors (KNN), Gradient Boosting, and 

Decision Trees. These models were assessed on their accuracy, precision, 

recall, and F1-scores to ascertain their efficacy. Our findings reveal that 

Logistic Regression and SVM were superior, achieving precision and recall 

scores up to 0.96, indicating their robust predictive capability. In contrast, 

KNN underperformed, suggesting the need for parameter refinement. 

Although ensemble methods demonstrated resilience, they were more prone 

to overfitting in comparison to the more straightforward Logistic Regression 

and SVM models. Preliminary data preprocessing and feature engineering 

techniques are discussed, enhancing the models' performance. This work 

enriches the domain of remote sensing and ecological monitoring by offering 

an in-depth evaluation of machine learning models for tree species 

classification, underscoring their advantages and constraints. It underscores 

the transformative potential of machine learning in refining ecological 

analysis precision, thereby aiding in the pursuit of sustainable forest 

management. Future research directions could include model refinement 

through advanced feature selection or the exploration of novel machine 

learning algorithms for improved classification accuracy. 
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1. INTRODUCTION 

The essential role of forests in maintaining ecological balance, supporting biodiversity, and sequestering 

carbon has positioned forest conservation and management at the forefront of global environmental priorities 

[1]–[3]. Amidst the dual crises of climate change and biodiversity loss, the urgency to develop accurate, 

efficient, and scalable methods for monitoring forest health, structure, and species composition has 

intensified [4]–[6]. Advanced remote sensing technologies, particularly Light Detection and Ranging 

(LiDAR), offer unprecedented opportunities to address these challenges [7]–[9]. However, the full potential 

of LiDAR in discriminating between tree species in mixed and dense forests—a critical aspect for 

biodiversity assessments and ecological monitoring—remains underexploited [10]–[12]. This gap highlights 

the pressing need for innovative research that bridges advanced computational methods with ecological 

science to enhance our understanding and management of forest ecosystems [5],[13],[14]. The advent of 

high-resolution LiDAR technology has transformed ecological monitoring, allowing for detailed 3D 

representations of forest canopies [15]. Initial studies primarily focused on forest structure and biomass 

estimation, with species classification emerging as a pivotal area of interest more recently. The research from 

[15]–[17] have contributed foundational work on extracting and utilizing LiDAR-derived metrics for tree 

species identification, showcasing the potential of height distribution, canopy density, and textural features in 

distinguishing species. Despite these advancements, the application of these techniques to complex mixed 

forests, where species diversity and structural variability present significant challenges, has been less 

explored . 

The integration of machine learning with LiDAR data for tree species classification has seen promising 

developments, with algorithms such as Random Forest, SVM, and KNN demonstrating varying degrees of 

success [18]. These studies underscore the importance of feature selection and the adaptability of models to 

complex datasets [19]. However, the literature reveals a fragmentation of approaches, with limited 

comprehensive comparisons across diverse forest types and species, highlighting a critical research gap in the 

field [20]. Machine learning models have increasingly become the cornerstone of remote sensing 

applications, offering robust tools for analyzing complex datasets. In the context of tree species classification, 

these models have the potential to learn from the intricate patterns within LiDAR data, such as the spatial 

arrangement of leaves and branches, which are indicative of specific species [21]. Ensemble methods, like 

Random Forest and Gradient Boosting, have been particularly noted for their ability to handle overfitting and 

improve prediction accuracy by aggregating results from multiple decision trees. Similarly, SVMs and KNNs 

offer powerful mechanisms for data classification, leveraging the geometric properties of the data space [22]–

[24]. Yet, the effectiveness of these approaches can be significantly influenced by the quality of input 

features and the specific challenges presented by mixed forest environments, such as overlapping canopy 

layers and varied tree densities [25]. This points to a pressing need for a nuanced understanding of model 

performance in relation to forest complexity and species diversity [26]. 

While previous research has laid the groundwork for tree species classification using LiDAR data, a 

significant gap remains in the application and comparative analysis of machine learning models across mixed 

forest datasets [27]. The variability inherent in mixed forests, including species overlap, diverse canopy 

structures, and environmental noise, poses unique challenges that are yet to be fully addressed [28]. 

Moreover, the literature indicates a piecemeal approach to model testing, with studies often focusing on a 

single algorithm or a limited feature set. This research gap underscores the need for a holistic examination of 

how different machine learning models perform against the backdrop of a complex and biodiverse forest 

landscape, taking into account the full spectrum of LiDAR-derived features [29]. This study aims to 

systematically evaluate and compare the efficacy of various machine learning models for classifying tree 

species within a mixed forest environment, using UAV LiDAR data. By focusing on a comprehensive set of 

LiDAR-derived features and a dataset comprising individual trees from a dense mixed forest, the research 

seeks to identify optimal models and feature sets for accurate species classification. Through this endeavor, 

the study addresses a critical gap in the application of remote sensing technologies to forest biodiversity 

assessments, contributing to the development of more effective tools for ecological monitoring and 

management. 

This research makes several key contributions to the field of ecological monitoring and forest 

management. Firstly, it introduces a uniquely curated dataset of individual trees from a UAV LiDAR survey 

of a dense mixed forest, providing a valuable resource for model training and validation. Secondly, it offers a 

comprehensive evaluation of multiple machine learning models, shedding light on their comparative 

effectiveness for tree species classification in mixed forests. These contributions not only advance our 

methodological approach to remote sensing in forestry but also enhance our capacity to conduct detailed 

biodiversity assessments, supporting conservation efforts and sustainable forest management practices. 

Following this introduction, the article is organized into several key sections: The Methodology section 
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outlines the data collection process, feature extraction techniques, and the machine learning models 

employed. The Results section presents a detailed analysis of model performance, including classification 

accuracy and feature importance then, it also contextualizes the findings within the broader literature, 

exploring their implications for forest management and conservation. Finally, the Conclusion section 

summarizes the study's contributions and outlines avenues for further research, particularly in refining 

classification models and exploring their application to larger, more diverse forest datasets. 

 

2. METHODS 

2.1. Data Collection 

In the realm of remote sensing and ecological analysis, the utilization of Unmanned Aerial Vehicle 

(UAV) Light Detection and Ranging (LiDAR) technology stands as a pioneering method for capturing 

intricate forest structures with high fidelity. The study harnessed this advanced technology to amass a 

comprehensive dataset, consisting of 192 individual trees meticulously distinguished from an extensive 

LiDAR point cloud. The data acquisition was performed using a state-of-the-art UAV platform equipped 

with a high-precision LiDAR sensor, specifically designed for ecological and forestry applications. The 

chosen UAV platform, coupled with the LiDAR sensor, enabled the collection of high-resolution point 

clouds, capturing the forest's structural complexity with exceptional detail. Point cloud data can be collected 

from [30]. This point cloud was acquired over a diverse, mixed forest landscape, encapsulating a rich variety 

of tree species in a dense forest setting. This dataset is distinguished by its diverse composition, featuring an 

almost equal distribution of coniferous and deciduous tree species. Each tree was identified and annotated 

with detailed species information, a process underpinned by thorough field surveys. Such detailed species-

level annotation is crucial for the subsequent analysis, as it enables a targeted investigation into the structural 

differences between and within the species categories. The LiDAR technology facilitated the collection of 

detailed three-dimensional coordinates (X,Y,Z) for each point in the point cloud, alongside reflectance values 

that provide insights into the material characteristics of the forest canopy.  

In terms of preprocessing, the point cloud data underwent several steps to ensure its suitability for 

analysis. These included the organization of data into a structured format, the classification of points 

belonging to individual trees, and the removal of irrelevant points, such as those not belonging to the 

vegetation layer. A key decision in this process was the establishment of a height threshold to exclude points 

from undergrowth and ground cover, enhancing the focus on the canopy and midstory vegetation. This 

threshold was determined based on field observations and preliminary analyses, which indicated that 

excluding points below a certain height would reduce noise and improve the classification accuracy of tree 

species. The three-dimensional coordinates captured by the LiDAR system enable researchers to reconstruct 

a precise digital representation of the forest's structural complexity. The X and Y coordinates represent the 

spatial positioning of each point within the horizontal plane, while the Z coordinate denotes the height of 

each point, offering a vertical dimension to the analysis. This three-dimensional data model is instrumental in 

assessing the canopy structure and density, which are critical factors in differentiating between tree species. 

Moreover, the reflectance values, which measure the intensity of light returned to the LiDAR sensor, add an 

additional layer of data that can be correlated with the physical characteristics of the trees. 

 

2.2. Preprocessing 

The preprocessing of LiDAR data is a critical step in ensuring the accuracy and reliability of subsequent 

analyses. This phase entails a meticulous process designed to refine the raw data, making it more amenable to 

feature extraction and the application of machine learning models. The initial stage of preprocessing involves 

the systematic organization and sorting of the LiDAR files, which are typically stored in the .las file format. 

This organization is crucial for aligning the voluminous point cloud data with the corresponding tree species, 

a task facilitated by the directory structure that categorizes the data according to species identification. Such 

organization not only streamlines the analysis process but also enhances the efficiency of data retrieval and 

manipulation. Following the organization of the data, a critical step in the preprocessing workflow involves 

the classification of trees into two principal categories: coniferous and deciduous. This binary classification 

leverages a predefined list of species, enabling a focused approach to the analysis. The mathematical 

representation of this classification can be conceptualized as a function f: S→{0,1}, where S is the set of all 

species, and the function maps each species to either 0 (coniferous) or 1 (deciduous). This categorization 

forms the basis for binary-class classification tasks, simplifying the complex diversity of forest species into 

two manageable groups for analytical purposes. 

An additional preprocessing step involves the removal of points that do not contribute meaningfully to 

the analysis of canopy structure. Specifically, points falling below a certain height threshold—typically set at 

one meter—are excluded from the dataset. This exclusion criterion is based on the rationale that points below 

this threshold are likely to represent ground noise or underbrush rather than meaningful components of the 
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tree canopy. Mathematically, this filtering process can be described by the condition 𝑍 >  ℎ𝑡ℎ𝑟𝑒𝑠ℎ𝑜𝑙𝑑 , where 

𝑍 represents the height coordinate of each point in the point cloud, and ℎ𝑡ℎ𝑟𝑒𝑠ℎ𝑜𝑙𝑑  is the predefined height 

threshold. By applying this condition, the dataset is refined to include only those points that are relevant for 

analyzing the tree canopy, thereby enhancing the quality and relevance of the data for further analysis. These 

preprocessing steps collectively serve to enhance the integrity and utility of the LiDAR data, setting a solid 

foundation for the extraction of meaningful features and the application of sophisticated machine learning 

algorithms. By systematically organizing, classifying, and filtering the data, the study ensures that the 

subsequent analyses are based on accurate, relevant, and high-quality data, thereby increasing the likelihood 

of deriving insightful and reliable findings from the study. 

 

2.3. Feature Extraction 

A critical aspect of the study was the extraction of a comprehensive set of features from the cleaned 

LiDAR point clouds. These features were meticulously chosen to encapsulate the structural and spatial 

characteristics unique to each tree species. The extracted features included a range of height distribution 

metrics such as maximum height, mean, standard deviation, skewness, kurtosis, and entropy of the Z 

coordinates. Additional metrics such as the percentage of points above the mean height and specific height 

thresholds provided further insights into the vertical structure of the tree canopy. The study also derived 

eigenvalue features from the covariance matrix of the point clouds, offering a sophisticated analysis of the 

tree's shape and orientation through metrics like linearity, planarity, scatter, omnivariance, eigentropy, the 

sum of eigenvalues, and curvature. These features were selected for their demonstrated effectiveness in 

previous studies at distinguishing between tree species and capturing the complex architecture of forest 

canopies. 

As presented in the Figure 1, the feature extraction process depicted in the image is a structured 

approach to analyzing LiDAR point cloud data, crucial for classifying tree species based on their unique 

structural and spatial characteristics.  

 

 
Figure 1. Feature Extraction Method 
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The flow begins with the cleaning of LiDAR point clouds to remove noise and irrelevant points, 

ensuring that the data used in analysis is of high quality and free of distortions that could affect the outcome. 

Upon cleaning, the process continues with the extraction of height distribution metrics. These metrics are 

essential as they provide a detailed understanding of the trees' vertical characteristics, which are critical for 

species identification. The maximum height of each tree is determined, representing the tallest point within 

the point cloud. The mean height is then computed to ascertain the average canopy height, while the standard 

deviation assesses the variability in height distribution across the canopy. Further statistical analysis includes 

calculating skewness and kurtosis, which give insights into the asymmetry and peakedness of the height 

distribution. Lastly, entropy is calculated to measure the randomness in height distribution, which can 

indicate the complexity of the tree's structure. 

Following the extraction of height metrics, the focus shifts to vertical structure metrics. These metrics 

delve into the density and layering of the canopy by determining the percentage of points that are above the 

average height. Additionally, points are classified according to specific height thresholds, which helps to 

understand the stratification and layering within the canopy, an important aspect for distinguishing between 

species. The final phase of the feature extraction involves deriving shape and orientation features from the 

covariance matrix of the point cloud data. Sophisticated mathematical computations yield eigenvalue features 

that describe the tree's three-dimensional shape and orientation. Features such as linearity, planarity, and 

scatter are indicative of the tree's overall form, whether it is elongated, flat, or dispersed. Furthermore, 

omnivariance, eigentropy, and curvature provide a nuanced understanding of the tree's canopy complexity 

and the smoothness of its shape. 

 

2.4. Model Development and Evaluation 

The study employed a diverse array of machine learning models to classify tree species based on the 

extracted LiDAR features. These models included Random Forest, Support Vector Machine (SVM) with a 

Linear Kernel, K-Nearest Neighbors (KNN), Gradient Boosting, and Decision Tree as presented in the 

equation (4) – equation (9). In the pursuit of accurately classifying tree species from LiDAR-derived features, 

our study curated a selection of machine learning models, each chosen for its proven record in handling 

classification tasks with high-dimensional data, such as that obtained from LiDAR. The ensemble method 

Random Forest was selected due to its robustness and ability to model non-linear relationships without 

extensive parameter tuning. It operates by constructing a multitude of decision trees at training time and 

outputting the class that is the mode of the classes of the individual trees, which inherently manages 

overfitting. The Support Vector Machine (SVM) with a Linear Kernel was included for its effectiveness in 

high-dimensional spaces and its ability to handle sparse data, which is typical in remote sensing applications. 

SVMs are particularly known for their capability to create optimal hyperplanes in a multidimensional space, 

which acts as a decision boundary between various classes. K-Nearest Neighbors (KNN) was employed for 

its simplicity and efficiency in classifying data based on feature similarity. This method is intuitive and non-

parametric, making it suitable for classification where the decision boundary is not clearly defined. Gradient 

Boosting was chosen for its predictive power and ability to optimize on different loss functions. As a 

sequential ensemble method that corrects its predecessors' mistakes, Gradient Boosting builds strong 

predictive models, which is essential when dealing with diverse forest data. Lastly, the Decision Tree 

classifier was utilized for its interpretability and ease of use. As a model that uses a tree-like graph of 

decisions, it’s especially useful in understanding the feature space and the role of different features in species 

classification. 

Each model was encapsulated within a pipeline that incorporated standard scaling of features to 

normalize the dataset as presented in the equation (1), ensuring that the classifiers could effectively process 

the varying scales of the LiDAR-derived features. The dataset was strategically split into training and test 

sets, with a 60-40 ratio as presented in the equation (2) – equation (3), ensuring that both sets were stratified 

by species to maintain an accurate representation of each species' proportion. The models were trained on the 

training set, and their performance was meticulously evaluated on the test set using a suite of metrics 

including accuracy, precision, recall, and F1 score as presented in the equation (10) – equation (13). This 

evaluation provided a detailed assessment of each model's effectiveness in accurately distinguishing between 

the different tree species, contributing to the study's aim of identifying the optimal machine learning 

approach for tree species classification in mixed forest environments. 

 𝑧 =
(𝑥 − μ)

σ
 (1) 
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 Dataset = TrainingSet ∪ TestSet (2) 

 Stratify:
Count(Species𝑖 ,TrainingSet)

Count(Species𝑖 ,Dataset)
=

Count(Species𝑖 ,TestSet)

Count(Species𝑖 ,Dataset)
 (3) 

 𝑦 =  〖{𝑐𝑎𝑠𝑒𝑠} 𝑦_1 & "{𝑖𝑓 } 𝑥 ≤ θ\𝑦_2 & "{𝑖𝑓 } 𝑥 >  θ〗{𝑐𝑎𝑠𝑒𝑠} (4) 

 �̂� = mode{𝑦1
(1)

, 𝑦1
(2)

, … , 𝑦1
(𝑁)

} (5) 

 �⃗⃗� ⋅ 𝑥 + 𝑏 = 0 (6) 

 𝑓(𝑥) = sign(�⃗⃗� ⋅ 𝑥 + 𝑏) (7) 

 �̂� = mode{𝑦𝑖1, 𝑦𝑖2, … , 𝑦𝑖𝑘} (8) 

 �̂�(𝑥) = ∑ 𝑓𝑛(𝑥)

𝑁

𝑛=1

 (9) 

 Accuracy =
TP + TN

TP + TN + FP + FN
 (10) 

 Precision =
TP

TP + FP
 (11) 

 Recall =
TP

TP + FN
 (12) 

 𝐹1 = 2 ⋅
Precision × Recall

Precision + Recall
 (13) 

 

3. RESULT AND DISCUSSION 

The results displayed in Table 1 provide a comparative analysis of various machine learning models 

used for binary classification tasks in the context of tree species identification from LiDAR data. The Table 1 

outlines the performance of each model across four key metrics: accuracy, precision, recall, and F1-score. 

These metrics are essential for understanding how well each model is performing, with each metric providing 

insight into different aspects of the model's predictive abilities. Accuracy is the most intuitive performance 

measure and it is simply a ratio of correctly predicted observation to the total observations. It is suitable when 

the target classes are well balanced. The Logistic Regression and Support Vector Machine (SVM) models 

show the highest accuracy at 0.96, indicating that 96% of their predictions were correct. The Random Forest 

and Gradient Boosting models follow closely with 0.95 and 0.94 accuracy, respectively. The Decision Tree 

model has a slightly lower accuracy of 0.91, and the K-Nearest Neighbors (KNN) model has the lowest 

accuracy of 0.88, which could be indicative of overfitting or the model's sensitivity to the dataset's noise. 

Furthermore, Precision is the ratio of correctly predicted positive observations to the total predicted 

positive observations. High precision relates to a low false positive rate, and the Logistic Regression, SVM, 

and Random Forest models lead with a precision of 0.96 and 0.95 respectively. This high precision indicates 

that when these models predict a tree species class, they are very likely to be correct. Gradient Boosting and 

Decision Tree models follow with a precision of 0.94 and 0.91, while the KNN model again trails at 
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0.89.Recall (also known as sensitivity) is the ratio of correctly predicted positive observations to all 

observations in actual class. It shows the model's ability to find all the positive samples. The Logistic 

Regression and SVM models demonstrate the highest recall of 0.96, suggesting that they are able to identify 

96% of all actual positives in the dataset. Random Forest also performs well with a recall of 0.95. Gradient 

Boosting and Decision Tree models present a recall of 0.93 and 0.91, indicating slightly lower sensitivity, 

and KNN has the lowest with 0.89.The F1-score is the weighted average of Precision and Recall. Therefore, 

this score takes both false positives and false negatives into account. It is especially useful when the class 

distribution is uneven. The F1-score is the harmonic mean of precision and recall, with the best value at 1 and 

worst at 0. The Logistic Regression and SVM models achieve the highest F1-score at 0.96, which suggests a 

balanced performance between precision and recall. Random Forest shows a slightly lower F1-score of 0.95, 

followed by Gradient Boosting at 0.93, Decision Tree at 0.91, and KNN at 0.88. 

 

Tabel 1. Comparison Result of Binary Classification 
Methods Accuracy Precision Recall F1-Score 

Logistic Regression 0.96 0.96 0.96 0.96 

Random Forest 0.95 0.95 0.95 0.95 

SVM 0.96 0.96 0.96 0.96 

KNN 0.88 0.89 0.89 0.88 

Gradient Boosting 0.94 0.94 0.93 0.93 

Decision Tree 0.91 0.91 0.91 0.91 

 

The results suggest that Logistic Regression and SVM are the most effective models for this particular 

binary classification task, showing top performance across all metrics. This could be due to the linear nature 

of the decision boundary in the feature space of the dataset. The high precision and recall indicate that these 

models are not only accurate but also consistent in their predictions across different classes. Random Forest 

and Gradient Boosting also show strong performance, which may be attributed to their ensemble nature, 

allowing them to handle the variance in the dataset effectively. The slightly lower scores in comparison to 

Logistic Regression and SVM might be due to the complexity of the models, which can lead to overfitting, 

especially in a dataset with intricate structures such as LiDAR point clouds representing tree species. The 

Decision Tree model, while generally robust, shows lower performance compared to its ensemble 

counterparts. This may be because Decision Trees are prone to overfitting, particularly in the case of datasets 

with complex feature spaces. The results imply that the Decision Tree model may not capture the underlying 

patterns as effectively as the other models. The KNN model's lower performance could be due to the high 

dimensionality of the feature space. KNN is sensitive to the local structure of the data, and if the feature 

space is too large, the distance metric used to identify the 'nearest neighbors' becomes less meaningful. This 

can result in poorer performance on both precision and recall. The results emphasize the importance of model 

selection in machine learning tasks. While Logistic Regression and SVM models perform well in this 

scenario, it's crucial to note that model performance can vary significantly with changes in data distribution, 

feature engineering, and model hyperparameter tuning. Additionally, the dataset size, noise, and class 

imbalance can affect model performance. 

 

4. CONCLUSIONS 

This study conducted a comparative analysis of several machine learning models to determine their 

efficacy in binary tree species classification using LiDAR data. Our findings reveal that Logistic Regression 

and SVM models outshine others in terms of precision and recall, indicating their robustness and suggesting 

their preferability for linearly separable datasets or those amenable to linear separation transformations. 

Conversely, models like KNN showed less impressive results, hinting at the need for refined feature selection 

and parameter tuning. Ensemble methods such as Random Forest and Gradient Boosting delivered solid 

performances; however, they fell short of the benchmarks set by Logistic Regression and SVM, likely due to 

their slight tendency towards overfitting and the complexity of hyperparameter optimization. The Decision 

Tree classifier's moderate success underscores the intricate nature of the dataset and its vulnerability to 

overfitting. By examining these models side-by-side, our research fills a critical gap in the literature on 

ecological monitoring and forest management, particularly in selecting suitable models for tree species 

classification. While the study illuminates the capabilities of various algorithms, it also acknowledges 

limitations. The performance of the models could be influenced by the dataset's unique composition of tree 

species from a mixed forest, which may affect the generalizability of our results to other forest types or 

ecological datasets. For future studies, we advocate for an exploration of feature engineering's impact and the 

integration of additional datasets, like multispectral imagery, to enhance model performance. The robustness 

of these models across diverse forest landscapes and under different data conditions, such as varying levels of 
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noise or data sparsity, represents another avenue for research. Investigating more complex models, including 

deep learning architectures capable of discerning nonlinear patterns in high-dimensional data, could offer 

deeper insights. Understanding the balance between model complexity, interpretability, and performance 

remains an important challenge and a valuable direction for future work in ecological data analysis and 

decision-making processes. 
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