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Introduction	
Investment	is	the	act	of	directly	or	indirectly	investing	capital	with	the	belief	that	the	owner	of	the	
capital	would	profit	from	the	outcomes	of	his	investment	in	the	future.	In	general,	 investment	is	
defined	as	the	expenditure	or	use	of	time,	money,	or	energy	to	generate	future	returns.	Investing	is	
purchasing	something	with	 the	expectation	of	 reselling	 it	at	a	greater	price	 in	 the	 future.	When	
compared	to	other	sorts	of	investment	products,	gold	is	considered	a	simple	type	of	investing.	Gold	
investing	is	believed	to	be	simple	since	gold	does	not	need	to	be	owned	by	someone	with	a	huge	
income	 or	 a	 specific	 position	 (Setyowibowo dkk, 2022).	 Investors	 are	 particularly	 interested	 in	
investing	in	gold,	and	they	do	so	as	a	long-term	investment.	The	daily	volatility	of	gold	prices	is	a	
regular	risk	 in	gold	 investing	(Ali,	R.,	dkk	2020).	Given	the	 large	 level	of	 investor	 interest,	more	
accurate	estimation	or	forecast	of	future	prices	is	required	(Syahri	&	Robiyanto,	2020).	Prediction	
is	a	methodical	prediction	of	what	will	happen	in	the	future	based	on	previous	and	present	data.	
One	of	 the	strategies	used	in	data	mining	techniques	for	prediction	 issues	 is	 the	Support	Vector	
Regression	(SVR)	method.	

Some	studies,	such	as	those	carried	out	by	Yupie	Kusumawati	et	al,	2022,	used	the	Support	
Vector	 Regression	 (SVR)	 approach	 to	 forecast	 gold	 prices.	 In	 this	 study,	 the	 choice	 of	 features,	
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	 This	 paper	 discusses	 about	 how	 to	 predict	 the	 gold	 prices	 from	1	
January	2021	to	31	January	2023.	The	method	used	in	this	study	is	
the	 Support	 Vector	 Regression	 (SVR)	 technique,	method	 that	was	
developed	 from	 the	 support	 vector	 machine	 which	 is	 used	 as	
regression	 approach	 to	 predict	 future	 event.	 From	 the	 past	 study	
already	know	that	SVR	had	limitation	in	achieving	good	performance	
because	 of	 its	 sensitivity	 to	 parameters.	 To	 overcome	 the	 SVR	
performance	problems,	an	optimization	algorithm	is	proposed	in	this	
study.	 The	 PSO	 algorithm	 is	 applied	 in	 this	 study	 to	 optimize	 the	
parameters	 of	 the	 SVR	 method.	 The	 results	 showed	 that	 the	
prediction	of	 the	SVR	model	obtained	an	MSE	value	of	0.0035744.	
While	 in	 the	 SVR	model	with	 the	PSO	algorithm,	 the	MSE	value	 is	
0.0033058.	
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kernels,	and	parameters	has	a	significant	impact	on	the	prediction	outcomes.	Then,	in	their	study,	
Nazish	 Ashfaq	 et	 al	 compared	 several	machine	 learning	 regressors	 such	 as	 the	 Support	 Vector	
Regression	(SVR)	technique,	Elastic	Net,	Lasso,	Ridge	Regression,	Decision	Tree,	Ransac,	and	Extra	
Tree.	When	 compared	 to	 the	Decision	Tree,	Extra	Tree,	 and	Ransac	 techniques,	 the	 SVR,	Lasso,	
Elastic	Net,	and	Ridge	Regression	methods	have	higher	accuracy	and	are	better	at	predicting	the	
stock	market.	Furthermore,	Tran	Thanh	Ngoc	et	al,	2021	used	Support	Vector	Machines	in	their	
investigation.	

Based	on	previous	 research,	 the	 researchers	 intend	 to	use	 the	Support	Vector	Regression	
(SVR)	method	in	conjunction	with	the	PSO	(Particle	Swarm	Optimization)	algorithm	to	optimize	the	
parameter	 values	 in	 the	 SVR	method,	 namely	 the	C	 parameters,	 epsilon	 (ɛ),	 and	gamma	 (𝛾),	 in	
predicting	gold	prices	and	providing	the	best	prediction	models	and	results.	

Method		
Support	Vector	Machine	(SVM)	

SVM	was	first	introduced	by	Vapnik	in	1992	as	one	of	the	machine	learning	methods	that	works	
according	to	the	SRM	(Structural	Risk	Minimization)	principle	[15].	Support	Vector	Machine	(SVM)	
is	 a	 classification	 method	 that	 works	 by	 finding	 the	 hyperplane	 with	 the	 largest	 margin.	 A	
hyperplane	is	a	 line	separating	data	between	classes	to	distribute	data	so	that	classification	and	
regression	 analysis	 can	 be	 carried	 out.	Margin	 is	 the	 distance	 between	 the	 hyperplane	 and	 the	
closest	data	 in	each	class.	The	data	closest	 to	 the	hyperplane	of	each	class	 is	called	 the	support	
vector.	Illustration	of	SVM	classification	by	finding	a	hyperplane	that	separates	the	two	classes.		
	
	
	
	
	
	
	
	
	
	
	

Figure	1.	Illustration	of	SVM	Classification	

Figure	1(a)	shows	patterns	belonging	to	two	classes:	+1	and	-1.	The	-1	category	patterns	are	
denoted	 in	 green	 (squares)	 and	 the	 +1	 category	 patterns	 are	 denoted	 in	 yellow	 (circles).	 The	
classification	problem	can	be	interpreted	by	trying	to	find	the	hyperplane	that	separates	the	two	
groups.	Alternative	discrimination	boundaries	can	be	seen	in	Figure	1(a)	The	hyperplane	that	best	
discriminates	between	the	two	classes	 is	 found	by	measuring	the	margin	of	 the	hyperplane	and	
finding	its	maximum	point.	Figure	1(b)	shows	the	best	hyperplane,	which	is	exactly	in	the	middle	
of	the	two	classes,	while	the	green	and	yellow	dots	inside	the	black	circle	are	the	support	vectors.	

Suppose	 in	a	dataset	 there	 is	data	given	by	variable	𝒙𝒊	with	 i = (1,2,3, … , i) and	there	 is	a	
dataset	class	given	by	variable	𝑦" 		with	i = (−1,+1).	The	dataset	is	then	divided	into	2	classes	by	
the	SVM	method.	The	first	class	is	separated	by	a	hyperplane	with	a	value	of	+1,	while	the	second	
class	is	separated	by	a	hyperplane	with	a	value	of	-1.	The	generalized	hyperplane	that	separates	the	
two	classes	can	be	denoted	as	follows.	
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	 𝒘 ⋅ 𝒙𝒊 + 𝑏 = 0	 	 	 	 (1)	
From	equation	(1),	the	equation	of	the	2	hyperplane	that	separates	the	first	class,	and	the	

second	class	is	obtained,	namely:	
i. For	the	first	class	with	value	+1:			

𝒘 ⋅ 𝒙𝒊 + 𝑏 = +1 
	

ii. For	the	second	class	with	value	-1:		
𝒘 ⋅ 𝒙𝒊 + 𝑏 = −1 

	
with	𝒘	denote	the	support	vector	weight	value	that	perpendicular	tits	hyperplane,	𝒙𝒊		the	i-th	data	
and	𝑏	as	the	bias	value.	
	
Support	Vector	Regression	(SVR)	
Support	Vector	Regression	(SVR)	aims	to	find	a	function	𝑓(𝑥)	as	the	hyperplane	of	the	regression	
function	shape	that	fits	all	input	data	errors	and	make	it	as	thin	as	possible.	Suppose	there	are	n	
training	 data	 with	 (𝑥" , 𝑦"), 𝑖 = 1, 2, 3, … , 𝑛 where	 𝑥" 	 is	 the	 input	 vector	 𝑥 = {𝑥#	, 𝑥$, … , 𝑥%} 	⊆
	ℝ%	and	the	output	scalar	𝑦 = {𝑦#, … , 𝑦%} ⊆ 	ℝ	 and	𝑛	is	the	number	of	training	data.	Using	SVR,	a	
function	𝑓(𝑥)	will	be	determined	that	has	the	largest	deviation	ε	from	the	actual	target	y&,	for	all	
training	data.	If	the	value	of	ε	is	equal	to	0	then	a	perfect	regression	equation	is	obtained.	So	the	
hyperplane	function	can	be	written	as	follows	

𝑓(𝑥) = 𝒘 ⋅ 𝒙𝒊 + 𝑏(2)	
where	 𝒙𝒊 = (𝑥#, 𝑥$, 𝑥', … , 𝑥%)( ∈ 	ℝ%,	 𝒘	 denote	 the	 support	 vector	 weight	 value	 that	
perpendicular	tits	hyperplane,	𝒙𝒊		the	i-th	data	and	𝑏	as	the	bias	value.	The	solution	of		regression	
function	 in	equation	(2)	can	be	done	by	minimizing	 the	value	of	𝒘	as	an	optimization	problem.	
Those	can	be	solve	by	convex	optimization	problem	by,		
minimize		
	 	 	 	 	 #

$
	‖𝒘‖$	(3)	

Subject	to		
𝑦" −𝒘 ⋅ 𝒙𝒊 − 𝑏	 ≤ 𝜀 
𝒘 ⋅ 𝒙𝒊 + 𝑏 − 𝑦" 	≤ 𝜀 

In	 equation	 (3),	 there	 is	 a	 situation	 where	 the	 error	 value	 exceeds	 the	 threshold	 𝜀.	 The	
problem	 can	 be	 solved	 by	 using	 soft	 margins	 by	 adding	 slack	 variable	 to	 its	margins	 𝜉" 	, 𝜉"∗ to	
overcome	the	problem	of	infeasible	constraints	in	optimisation	problems	by	giving	a	penalty	for	
data	that	does	not	fulfil	the	constraint.	The	penalty	is	notated	with	C,	so	the	above	formula	can	be	
changed	into	the	following	formula	as	follow.	
minimize		

	
#
$
	‖𝑤‖$ + 𝐶	∑ (𝜉" + 𝜉"∗)%

"*+ 		 				 				(4)	
Subject	to		

𝑦" −𝒘 ⋅ 𝒙𝒊 − 𝑏	 ≤ 𝜀 +	𝜉" 
𝒘 ⋅ 𝒙𝒊 + 𝑏 − 𝑦" 		≤ 𝜀 +	𝜉"∗ 

𝜉" 	, 𝜉"∗ 	≥ 0							for	𝑖 = 1, 2, 3, …		 , 𝑖 
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Figure	2.	Soft	Margin	SVR	Concept	

Figure	2	 illustrate	how	the	slack	variable	were	added	in	the	soft	margin	concept,	 it	 is	add	
because	of	there	are	some	data	that	belong	to	other	class	but	its	in	the	hyperplane	boundary.	The	
solution	for	the	optimization	problem	ini	equation	(4)	is	done	by	using	the	Langrange	multiplier	as	
follow.	

𝐿 = 	 #
$
	‖𝑤‖$ + 𝐶 ∑ (𝜉" + 𝜉"∗)%

"*# − ∑ (	𝜂"𝜉" + 	𝜂"∗𝜉"∗)%
"*# − ∑ α&(ε + ξ& − y& + (𝐰. 𝐱𝐢)b) −-

&*#

∑ α&∗(ε + 	ξ&∗ + y& − (𝐰. 𝐱𝐢) − b)-
&*# 	 	 	 	 	 	 (5)	

The	derivation	formula	process,	 the	SVR	regression	function	formula	for	the	 linear	case	 is	
obtained	as	follows.	

𝑓(𝑥) = ∑ (𝛼" −	𝛼"∗)U𝑥" . 𝑥.V + 𝑏%
"*# 	 	 (6)	

As	for	the	nonlinear	problem	SVR	function,	it	provides	an	alternative	approach	by	mapping	
the	data	𝑥	from	input	space	to	feature	space	with	higher	dimension	through	a	function	𝜑	such	that	
𝜑 ∶ 𝑥	 → 𝜑(𝑥).	Therefore,	the	nonlinear	SVR	regression	function	can	be	written	as	follows:	

𝑓(𝑥) = ∑ (𝛼𝑖 −	𝛼𝑖∗)%
",.*# 𝐾U𝑥" , 𝑥.V + 𝑏	 															(7)	

	
Particle	Swarm	Optimization	(PSO)	
Particle	Swarm	Optimization	(PSO)	 is	a	global	optimization	method	introduced	by	Kennedy	and	
Eberhart	in	1995	based	on	the	behavior	of	flocks	of	birds	and	fish.	Each	particle	in	Particle	Swarm	
Optimization	has	a	particle	movement	speed	in	the	search	space	with	a	speed	that	automatically	
adjusts	to	its	previous	behavior.	Therefore,	particles	tend	to	move	to	better	search	regions	during	
the	search	process	[17].		PSO	performs	search	using	a	population	(swarm)	of	individuals	(particles)	
that	will	be	updated	from	one	iteration	to	another.	The	PSO	method	can	be	assumed	to	be	like	a	
flock	of	birds	looking	for	food	in	an	area,	but	the	flock	does	not	know	the	exact	location	of	the	food.	
The	following	are	the	steps	of	the	PSO	algorithm	process.	
	
Initialization	particle	position	
Assumed	that	a	particle	for	each	dimension	must	be	in	the	domain	defined	by	two	vectors,	𝑥0"%	and,	
𝑥012 ,	𝑥0"%	represents	the	lower	bound	of	each	dimension	and,	𝑥012	represents	the	upper	bound	of	
each	dimension.	The	initialisation	method	to	determine	the	particle	position	can	be	solved	using	
the	following	equation:	

𝑥". =	𝑥0"% + 𝑟𝑎𝑛𝑑(𝑥012 − 𝑥0"%)	
𝑥". =	particle	position;	𝑥0"%	represented	the	lower	bound,	𝑥012	represented	the	upper	bound	and	
𝑟𝑎𝑛𝑑	represented	the	random	value	in	range	[0,1].	
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Initialization	particle	speed	
The	initial	velocity	of	the	particle	is	initialized	to	0	i.e.,	𝑣"(0) 	= 	0.	In	this	process	it	is	necessary	to	
limit	the	minimum	and	maximum	velocities	to	prevent	the	particle	from	moving	too	far	outside	the	
search	 space.	 The	 initialization	method	 for	 the	 speed	 limiter	 can	 be	 solved	 using	 the	 following	
equation.	

𝑣012,. = 𝑘	
𝑥012,. −	𝑥0"%,.

2
	

𝑣012,. 	 represented	maximum	 particle	 velocity	 at	 dimension	 j,	𝑘	 represented	 the	 random	
value	in	the	range	[0,1],	𝑥012,. 	for	upper	limit	of	particle	value	in	dimension	j,	and	𝑥0"%,. 	lower	limit	
of	particle	value	in	dimension	j.	

Particle	 velocity	has	 a	 speed	 limit	 or	 threshold	 that	 can	be	 calculated	using	 the	 following	
equation:	

i. If 𝑣".34# > 𝑣012,. 	, then	𝑣".34# =	𝑣012,. 
ii. If  𝑣".34# <	−𝑣012,. 	, then	𝑣".34# =	−	𝑣012,. 

 
Compute	and	evaluate	the	fitness	
The	fitness	evaluation	of	the	position	can	be	calculated	using	the	equation	below:	

𝑓𝑖𝑡𝑛𝑒𝑠𝑠 = 	
1

1 +𝑀𝑆𝐸
	

	
Determine	the	𝑃5673	and	𝐺5673	
𝑃5673		is	the	best	position	ever	reached	by	a	particle.	The	process	of	finding	the	𝑃5673value	is	done	
by	 comparing	 the	 𝑃5673	 value	 with	 the	 current	 iteration	 particle.	 Meanwhile,	 𝐺5673	 is	 the	 best	
position	of	the	particle.	The	process	of	finding	the	𝐺5673	value	is	done	by	comparing	the	𝐺5673	and	
𝑃5673	values.	If	the	𝐺5673	value	is	smaller	than	the	𝑃5673	value,	then	the	𝐺5673	position	value	remains.	
However,	if	the	𝐺5673	value	is	greater	than	the	𝑃5673value,	the	𝐺5673	position	value	is	replaced	with	
the	𝑃5673	location	value.	
	
Update	the	velocity	and	position	values	of	the	particle	
The	 process	 of	 updating	 the	 velocity	 value	 and	 particle	 position	 is	 done	 using	 the	 following	
equation:		

𝑣".34# =	𝜔3𝑣".3 + 𝑐#𝑟#.3 U𝑃5673,".3 − 𝑥".3 V + 𝑐$𝑟$.3 (𝐺5673,".3 − 𝑥".3 ) 

𝑥".34# =	𝑥".3 + 𝑣".3 	 

Checking	the	result	
Checking	the	results	whether	the	optimization	solution	from	the	process	run	is	optimal	or	not.	If	
the	 result	 obtained	 has	 reached	 the	 optimal	 result,	 the	 algorithm	 will	 stop.	 However,	 if	 the	
optimization	solution	has	not	been	obtained	or	the	maximum	number	of	iterations	is	not	reached,	
then	repeat	step	4	until	the	optimum	solution	is	obtained	or	the	maximum	number	of	iterations	is	
met.	

Results	and	discussion	
The	data	used	in	this	study	is	the	closing	gold	price	data	on	1	January	2021	to	31	January	2023.	The	
data	is	obtained	from	the	Yahoo!Finance	website.	Furthermore,	data	preprocessing	is	carried	out	
by	converting	raw	data	into	a	form	of	data	that	is	easier	to	process	or	understand.	The	purpose	of	
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this	 preprocessing	 process	 is	 to	 prepare	 the	 data	 before	 it	 is	 inputted	 into	 the	 model.	 This	
preprocessing	consists	of	detecting	missing	data,	data	containing	NaN,	feature	selection	and	data	
scaling.	After	preprocessing	the	data,	we	divide	the	data	into	training	data	and	testing	data.	Training	
data	is	used	to	evaluate	the	strength	or	accuracy	of	the	model.	Testing	data	is	data	used	to	train	the	
model	 and	 determine	 the	 relationship	 between	 features	 (independent	 variables)	 and	 targets	
(dependent	variables).	In	this	study,	the	dataset	is	divided	into	70%	training	data	and	30%	testing	
data.	The	results	of	the	dataset	division	obtained	364	training	data	and	157	testing	data.	
The	next	process	is	to	form	an	SVR	model,	in	forming	an	SVR	model	it	is	necessary	to	determine	
several	 parameters.	 These	 parameters	 include	 the	 C	 parameter,	 epsilon	 (ɛ)	 and	 gamma	 (γ).	
Determination	of	the	parameters	to	be	used	in	this	study	using	the	grid	search	algorithm	process.	
The	results	of	the	parameter	determination	process	using	the	grid	search	algorithm	obtained	C	=	
10,	ɛ	=	0.01	and	γ	=	0.01.	The	prediction	process	is	carried	out	using	these	parameters	and	the	RBF	
kernel	using	python	software.	Thus,	the	following	prediction	results	are	obtained.		
	
	
	
	
	
	
	
	
	
	
	
	 	 	 	 Figure	3.	SVR	Prediction	Results	Diagram	
	

In	Figure	3,	the	graph	with	the	red	color	line	is	the	pattern	of	the	prediction	results	of	the	
closing	gold	price.	Meanwhile,	the	blue	line	is	the	actual	gold	cover	price	data	pattern	used	to	clarify	
the	accuracy	of	the	prediction	through	the	intersection	that	occurs	between	the	two	data.	Based	on	
the	graph,	 it	 shows	 that	 the	SVR	model	with	 the	 tested	parameters	has	a	 fairly	good	prediction	
ability.	This	 is	because	the	 intersection	of	 the	graph	between	the	actual	data	and	the	prediction	
almost	coincides	at	several	points.	
	
	
	
	
	
	
	
	
	
	
	
	
	 	 	 	 Figure	4.	SVR-PSO	Prediction	Results	Diagram	
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Next,	we	will	search	for	the	optimal	values	of	parameters	C,	epsilon	(ɛ)	and	gamma	(γ)	for	the	
SVR	 method	 using	 the	 PSO	 method.	 In	 this	 PSO	 process,	 the	 particle	 position	 and	 velocity	
initialisation	process	 is	 carried	out,	 calculating	 and	evaluating	 the	 fitness	 value	of	 each	particle	
based	on	its	position,	each	particle	has	a	fitness	value,	determining	𝑃5673	and	𝐺5673 ,	and	updating	
the	velocity	value	and	position	value	of	the	particle.	So	that	the	optimal	parameters	are	C	=	10000,	
ε	=	0.035,	and	γ	=	0.001.	The	prediction	process	is	carried	out	using	these	parameters	with	the	help	
of	python	software.	Thus,	the	following	prediction	results	were	obtained.		

In	Figure	4,	the	graph	with	the	red	color	line	is	the	pattern	of	gold	price	prediction	results.	
Meanwhile,	the	blue	line	is	a	pattern	of	actual	closing	gold	price	data	used	to	clarify	the	accuracy	of	
the	prediction	through	the	intersection	that	occurs	between	the	two	data.	Based	on	the	graph,	it	
shows	 that	 the	 SVR-PSO	 model	 with	 the	 tested	 parameters	 has	 better	 prediction	 capabilities	
compared	to	predictions	using	the	SVR	model.	
Next,	the	MSE	calculation	is	carried	out.	The	MSE	calculation	results	obtained	are	presented	in	Table	
1.	

Table	1.	Mean	Square	Eror	Result	for	SVR	and	SVR	-	PSO	
Method	 MSE	

SVR	 0.0035744	

SVR-PSO	 0.0033058	

	
Based	on	the	results	of	the	MSE	and	accuracy	calculations	in	Table	1,	it	is	obtained	that	the	

SVR	and	SVR	with	PSO	methods	have	different	MSE	values.	In	the	SVR	method,	the	MSE	value	is	
0.0035744.	Meanwhile,	the	SVR	method	with	PSO	obtained	an	MSE	value	of	0.0033058.	So,	it	can	
be	concluded	that	there	is	a	decrease	in	the	MSE	value	of	0.0002686.	Thus,	it	can	be	said	that	the	
SVR	 method	 with	 PSO	 is	 able	 to	 improve	 prediction	 performance	 compared	 to	 using	 the	 SVR	
method.		

Conclusion	
Based	 on	 the	 results	 and	 result	 decision,	 the	 SVR	method	with	 the	 PSO	 algorithm	 increase	 the	
accuracy	and	MSE	values	are	smaller	compared	to	the	ordinary	SVR.	The	MSE	value	obtained	from	
each	model	is	in	the	SVR	model	MSE	value	of	0.0035744.	While	the	SVR	with	the	PSO	algorithm	
obtained	an	MSE	value	of	0.0033058.	The	use	of	the	PSO	(Particle	Swarm	Optimization)	algorithm	
in	 the	Support	Vector	Regression	 (SVR)	model	 can	optimize	 the	SVR	parameters,	namely	 the	C,	
epsilon	(ɛ)	and	gamma	(γ)	parameters	by	finding	the	best	combination	or	position	to	produce	the	
minimum	error.	In	addition,	the	PSO	algorithm	based	on	the	concept	of	particle	motion	can	explore	
the	search	space	adaptively	or	the	ability	of	particles	to	adjust	their	position	and	speed	based	on	
the	 𝑷𝒃𝒆𝒔𝒕	 and	 𝐺𝒃𝒆𝒔𝒕	 values	 so	 that	 optimal	 parameters	 can	 be	 achieved	 and	 produce	 better	
performance	and	prediction	results.	
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