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Introduction
The K-Nearest Neighbor (KNN) method classifies new observation points based on their closest
distance to a set of k observation points in the modeling data (Ali et al., 2019). The closest
distance can be determined using several metrics such as Manhattan (Nayak et al, 2022),
Euclidean (Qu et al., 2023), or Minkowski (Nair et al., 2025), (Halder et al., 2024). The distance
metric in KNN effectively quantifies the concept of 'similarity’ between observations through
‘closeness' and directly influences the selection of 'neighbors' that inform class type. Therefore,
the distance metric chosen in KNN can significantly impact its performance (Cetin & Buyukluy,
2025).

The KNN method often outperforms other methods, especially when the observation data
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is numeric (Cubillos et al., 2022). Weather event data generally consists of numeric observation
variables, including data in Lahat Regency, South Sumatra Province, Indonesia. Predicting
weather events in Lahat is vital since Lahat has a very varied altitude above sea level. It has
varying land elevations ranging from 26-106 meters above sea level in the East Merapi sub-
district to 341-3032 meters above sea level in the Tanjung Sakti Pumi sub-district (BPS-
Statistics Lahat Regency, 2025). This fact greatly affects local temperature, rainfall, and
atmospheric pressure, which in turn affects the distribution of weather patterns and disasters
such as floods.

This study aims to compare the performance of the KNN method with Manhattan,
Euclidean, and Minkowski in predicting weather events in Lahat. We create some k-value for
each of metric distances and make a classification of the weather events in Lahat based on the
k-value obtained. The k-value can be obtained by examining the smallest error from a set of k
experiments (Chandra et al.,, 2023).

Method

This work using the secondary data since January 1, 2019, until December 31, 2023, from
https://www.visualcrossing.com/weather/weather-data-services. The data is data on weather
events in Lahat District. The sixteen factors considered are presented in Table 1.

Table 1. Predictor and Target Variables

Variable Name Information Name Information
Max. Temperature
XD 25-43°C Visibility (Xg) 1-10 Nm
Min. Temperature uv Index 1.2 - 272
(X5) 19.3-27°C (X10) Wp
Ave. Temperature Solar energy
(X3) 24-30.2°C (X11) 61-96.9 %
Max. Feels like Humidity 54 - 1778
(X4) 25-50.9°C (X12) Km/h
Predictor Wind Speed 24.1 -
Min. Feels like (X5) 19.3 -30.6 °C (X13) 35.8°C
Cloud Layer
Ave. Feels like (X;) 17.6 - 25.9 °C (X14) 0 - 100 Octa
Solar
Radiation 14.7 - 315.1
Dew (X,) 0-359.6 °C (X15) Nm
Wind Direction Moon Phase
(Xg) 1.8-18.7 Nm (X16) 0-0.98 %
Partially
Response Weather Event (Y) cloudy
(13.31%)
Overcast
(18.73%)
Rain (67.96%)
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The research steps are follows:

1) Research data is divided into training data and test data. Training data for modeling is
80% (January 1, 2019 - December 31, 2022) and test data is 20% (January 1, 2023 -
December 31, 2023).

2) Determine the shortest distance between training data point 4 and test data point B using
a specific distance metric. The following are the Manhattan (1) (Arora et al, 2021),
Euclidean (2) (Debbek et al,, 2024), and Minkowski (3) (Luetal, 2015) distance metrics,

respectively:
P D
d(A,B) = Z |Xma = Xmbl
m=1
14
d(A,B) = Z (Xma — Xmp)? (2)
m=1
p 1/q
d(A,B) = lema_xmblq (3)
m=1

3) Create a number of k-values for each of the Manhattan, Euclidean, and Minkowski
distances and choose the k-value for each distance based on the lowest error. The
classification error can be obtained using (4):

Error = 1 - Accuracy (€))
1 TP, + TN; (5)
i=1TP, + FP, + FN; + TN
Accuracy = i

Where class j, j=1,2,3. For j=1 is Partially Cloudy, j=2 is Overcast, and j=3 is Rain. The values in
(5) can be obtained using the Confusion Matrix. For the first class, the Confusion Matrix is as in
Table 2, the other classes can be obtained in a similar way (Resti et al,, 2022).

Table 2. Confusion Matrix

Actual

Class 1 2 3

()

Classification 1 True Positive False Negative False Negative

(TF) (FN;) (FN;)

2 False Positive True Negative False Negative
(FP)) (TNj) (FN))

3 False Positive False Positive True Negative

(FP))

(FP))

(TN;)
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4) Make predictions using test data based on each distance metric formed in Step (2) with
k-values in Step (3).

5) Form a confusion matrix for each prediction based on the selected k-value result as in
Table 2.

6) Calculate and compare the metric values for each confusion matrix: accuracy (5),
precision (6), recall (7), Fl-score (8) (Yani et al, 2025, Resti et al, 2025), AUC
(Kresnawati et al,, 2024), and Matthew Correlation (MC) (Chicco & Jurman, 2023) for

multiclass.
Z! 1TPTPjFP
j= . + FP.
Prec=——J2—1 ®)
J
Z]' TP TPjFN
j=1TP, + FN-
Rec = j j (7)
J
2Precision (Recall
F,Score = — ( ) ®
(Precision + Recall)
/ZJ 1TPh +FN\ /21 LTN; +FN\ (9)
AUC =
2 \ ]
MC = \/Prec. Rec. Spec. NPV — \/(1 — Prec)(1 — Rec)(1 — Spec)(1 — NPV) (10)
Z TN;
J=1TN; + FP, (11)
Spec = ———
J
Z] TN]' (12)
J=1TP; + FP;
NPV = f

Results and Discussion
Figure 1 shows that different values of k give different error percentages. The lowest error at
each distance metric is then selected for the classification task using KNN.
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Figure 1. Distance metric error rate on weather classification data for Lahat-District

In Manhattan, Euclidean, and Minkowski distance metrics, the k values with the lowest error
vary. As shown in Figure 1, the three lowest errors, respectively, for k, are 2, 4, and 2.

The confusion matrix resulting from the classification using KNN for each distance metric based
on the selected k-value is given in Figure 2.

Actual Actual Actual
Class (j) 1 2 3 Class(j) 1 2 3 Class (j) 1 2 3
Classification 1 61 3 0 Classification 1 61 3 0 Classification 1 61 3 0
2 0 55 22 2 0 47 12 2 0 53 19
3 ] 17 207 3 0 25 217 3 0 19 210
(a) Manhattan (b) Euclidean (¢) Minkowski

Figure 2. Confusion matrix for the first class

Tabel 3. Performance Metric of KNN Based on Distance-Metric

Distance- Performance Metric (%)

Metric Accuracy Precision Recall F1- AUC MC
score

Manhattan 92.33 86.38 8791 87.14 90.44 66.27

Euclidean 92.69 88.21 85.81 86.99 88.99 76.37

Minkowski 92.51 86.88 87.46 87.17 90.14 60.05

Table 3 shows the performance of three different distance metrics using KNN in classifying
weather events are satisfactory, more than 85% except MC only. Six performance metrics were
measured to obtain information regarding the distance metric that provided the best
performance: accuracy, precision, recall, F1-score, AUC, and MC. Euclidean had the three highest
scores, followed by Manhattan and Minkowski. The three distance-metrics were accuracy,
precision, and MC. Manhattan had the highest recall and AUC, while Minkowski had the highest
F1-score.

This fact indicates that Euclidean distance is more relevant in measuring the similarity
between predictor variables in Lahat Regency weather data compared to the other two distance
metrics. Numerical predictor variables in this study are more suitable for using Euclidean
distance, which does not require a transformation process in calculating the distance.

Conclusion
Classifying weather events in Lahat is crucial because Lahat's elevation above sea level varies
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significantly. This fact has a significant impact on local temperature, rainfall, and atmospheric
pressure, all of which impact how weather patterns and natural disasters such as floods are
distributed. This paper has classified weather events in Lahat Regency using KNN based on three
different distance metrics, namely Manhattan, Euclidean, and Minkowski. The results show that
the KNN method performs satisfactorily using the three distance functions, but the best
performance is achieved by the Euclidean distance metric with performance metrics of accuracy,
precision, recall, F1-score, AUC, and MC of 92.69%, 88.21%, 85.81%, 86.99%, and 76.37%,
respectively. Weather classification can also use many other methods such as naive Bayes,
logistic regression, random forest, or decision tree, considering that the KNN that has been
applied in this study is indeed able to provide satisfactory performance, but this method does
not provide an in-depth explanation of the relationship between variables. This research also
only focused on Lahat Regency so the model may not be applicable to areas with different
weather characteristics. Furthermore, the influence oflocal topography (mountains, valleys, and
elevation variations) was not accounted for in this research dataset.
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